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Abstract

Deep neural networks (DNNs) with millions of parameters are increasingly being applied across a variety of domains. GPUs - the compute platform of choice for DNNs - have become progressively more powerful to keep pace with this growing computational demand. However, many multi-model workloads are unable to leverage the available computational capacity of modern GPUs. For example, model search applications use smaller models to automatically design model architectures for a given task, and low-latency model serving applications operate in small minibatch regimes. We show that the natural baseline of simply launching GPU operations from different models in parallel fails to provide substantial speedups due to data transfer, memory-bound kernels, and the overhead of kernel launches for short-duration kernels. We propose HiveMind, a system designed specifically to optimize multi-model deep learning workloads. HiveMind optimizes a “model batch” by performing cross-model operator fusion, and sharing I/O across models. HiveMind then uses a parallel runtime to efficiently execute this fused graph. Preliminary results show HiveMind can accelerate simple hyperparameter tuning and multi-model inference workloads by up to $10 \times$ on NVIDIA P100 and V100 GPUs compared to sequential model execution.

1 Introduction

Over the last five years, deep learning has facilitated groundbreaking results for many machine learning applications, including computer vision [6][10], ranking [16], and language modeling [7]. Training and inference of deep neural networks (DNNs) for these and other tasks is extremely computationally expensive and requires powerful accelerators such as GPUs.

There are wide classes of applications, however, that are not able to efficiently use these accelerators. For example, inference is highly latency-sensitive in most production settings, and needs to be performed when only a few inputs are available (small minibatch sizes). Moreover, techniques like model compression and knowledge distillation [5][9] have been developed to generate less-computationally intensive models that can mimic the predictions of more expensive models. In addition to workloads that operate over small minibatch sizes, other applications make use of smaller models. For example, automatic model search (or “AutoML”) has become popular in recent years, where an algorithm automatically searches for a model architecture suitable for a specific task instead of requiring human experts to design the architecture by hand [14][21][22]. Since model search workloads can consume enormous amounts of resources (22,000 GPU-hours [21]), approaches to find models for large tasks first train smaller models on a simpler version of the task (e.g., $32 \times 32$ instead of $230 \times 230$ images [22]) using architectures that can then be scaled up. These smaller models are unable to fully utilize the latest GPUs.

One natural approach to improve resource utilization for these workloads is to run multiple models concurrently on the GPU. In practice, we find that this approach does not significantly improve utilization. Figure 1 shows the effect on throughput (in floating point operations per second) of concurrently executing multi-model computations for two workloads using NVIDIA’s Multi-Process Service: inference on a ResNet-50 model for image classification, and training on a RNN model for...
language modeling. We focus on three important takeaways: a) Performing computation on a single model severely underutilizes the GPU, b) Parallelizing computation improves utilization, but still fails to reach peak device throughput, and c) Increasing the number of processes does not necessarily increase the observed throughput.

Figure 1 shows us that concurrent model computation is insufficient to reach peak device throughput. Data suggests that this is the case for three main reasons. First, small-model and small-minibatch workloads contain GPU kernels with low computational intensity (number of floating point operations performed per byte loaded from memory) – this means that the GPU’s compute units are often stalled on memory reads. Second, data transfer and input preprocessing on the CPU (e.g. “data augmentation” operations such as rotating or slightly perturbing input images) can be expensive, preventing the GPU from being supplied with inputs fast enough (this shows up as periods of idle activity for the GPU). Third, the overhead of launching GPU kernels is often significant (up to 26.7% for low minibatch size inference of ResNet-18).

We identify three opportunities to overcome GPU under-utilization. First, many multi-model workloads like model search, hyperparameter tuning, and model ensembles use the same inputs for multiple models – in these cases, preprocessing pipelines can be shared to amortize away the preprocessing overhead. Second, model search workloads like Efficient Neural Architecture Search (ENAS) [14] as well as model ensembles used for inference often feature models with shared weights – we can exploit this to concatenate inputs, increasing the computational intensity of operations like convolutions and reducing the kernel launch overhead. Finally, ensembles of fine-tuned models can share the first $k$ layers, allowing for inputs to be shared while concatenating weights.

We exploit these opportunities in HiveMind, the first system designed to optimize the hardware utilization of multi-model training and inference while keeping application semantics the same. Current deep learning frameworks, including TensorFlow [1] and PyTorch [13], are unable to perform such kernel fusion automatically as they are optimized for the single-model use case. A recently proposed GPU cluster scheduler called Gandiva [20] supports the packing of applications onto a single GPU when the cluster is overloaded. However, Gandiva does not perform cross-model optimization to increase the utilization of the co-located group of models, which we call a “model batch”.

Our proposed design for HiveMind features two main components: a compiler and a runtime. Given a batch of models to execute at once, HiveMind’s compiler optimizes data transfer, input preprocessing and computation across the models, helping increase GPU utilization without changing application semantics. HiveMind’s runtime then transforms the optimized model batch into an execution DAG, and executes this DAG on the GPU while trying to extract as much concurrency as possible.

Our initial evaluation shows us that HiveMind’s compiler and runtime produce up to a $10 \times$ speedup compared to running the same computation sequentially.

2 Target Workloads

In this section, we briefly describe HiveMind’s target workloads.

**Neural Architecture Search.** Manually determining the optimal DNN architecture for a particular task is difficult. To address this challenge, a number of recent papers [2, 8, 14, 21, 22] have proposed automatic methods to find architectures that perform well for a particular task.
Figure 2: HiveMind’s proposed architecture. Input models are first grouped into model batches using HiveMind’s scheduler; each model batch is then optimized using HiveMind’s compiler; the optimized DAG is then executed on GPUs using HiveMind’s runtime, which makes use of the CUDA Stream and Event APIs.

Most neural architecture search (NAS) methods use a controller to propose architectures. Each of these candidate architectures is then trained for some number of iterations; the resulting validation accuracy is used by the controller as signal. In practice, the controller samples thousands of architectures before it can generate an architecture that outperforms human-crafted state-of-the-art solutions.

Model Cascades. Recent work has looked at using shallow architectures to speed up inference over video. NoScope [9] searches over a pre-defined set of architectures to find a model cascade that performs well for a certain video and query. The optimal model cascade is highly video- and query-specific – as a result, model search needs to be performed for each input video and query.

Hyperparameter Tuning. Tuning hyperparameters for a particular model architecture is a crucial step in the DNN training process. These hyperparameters include the learning rate (which controls the size of the gradient step taken every iteration) and layer-specific parameters such as dropout probability [17] and momentum [18]. Hyperparameter search involves training multiple copies of the model with different hyperparameter values.

Model Ensembles. Ensembles of models have helped produce state-of-the-art performance on a range of tasks, such as ImageNet [4]. A common type of ensemble is the Random Initialization Ensemble (RIE) which uses multiple copies of the same architecture trained with different random weight initializations. Other work [11] has looked at using ensembles consisting of fine-tuned versions of the same architecture – architectures with the same weight parameters for the first \( k \) layers.

3 HiveMind Architecture

Our proposed design for HiveMind is comprised of two main components: a compiler, and a runtime. The compiler composes models in a model batch into a single computation DAG, fuses preprocessing pipelines, and performs layer fusion across models where possible. The runtime then executes this optimized DAG on the GPU, trying to run non-dependent computations concurrently.

Currently, we assume that HiveMind is given as input models grouped into model batches that are amenable to co-optimization and co-execution. This problem is challenging in general, as can be seen by the fact that throughput can decrease as the number of parallel processes increases in Figure 1. Designing such a scheduler that automatically performs this grouping is future work (in practice, we have been manually grouping models into batches). The scheduler would accept as input the full set of models that need to be executed – for a hyperparameter tuning workload, this might be copies of the relevant model with different hyperparameter values; for the neural architecture search workload, this might be the different child architectures proposed by the controller; for the model ensemble inference workload, this might be the constituent models in the ensemble. HiveMind’s scheduler would then split this set of input models into “model batches” that can be co-optimized and executed on the GPU at once. HiveMind’s full proposed architecture is shown in Figure 2.
Figure 3: HiveMind’s layer fusion optimization for layers with shared weights ensures that 1) the new dependencies introduced through layer fusion are respected, and 2) the outputs of the layers immediately preceding the layers to be fused are allocated in contiguous memory.

Algorithm 1 Algorithm to fuse nodes in DAG

```plaintext
1: procedure FUSENODES(G, nodes) ▷ Fuses nodes in graph G
2: prevNodes = GETPREDECESSORS(G, nodes)
3: nextNodes = GETSUCCESSORS(G, nodes)
4: newInputBuffer = REASSIGNINPUTBUFFERS(prevNodes)
5: newOutputBuffer = REASSIGNOUTPUTBUFFERS(nextNodes)
6: newNode = CREATE_NODE(G, nodes, newInputBuffer, newOutputBuffer) ▷ Create a new node in
7: ASSIGNINANDOUTDES(newNode, prevNodes, nextNodes)
8: REPLACE_NODES(G, nodes, newNode)
```

3.1 Compiler

HiveMind represents DNNs internally as computation DAGs, similar to other modern deep learning computation frameworks such as TensorFlow [1] and PyTorch [13]. Each node in the computation DAG represents a layer (convolution, fully-connected layer, activation) of one of the models in the model batch; each edge represents a data dependency.

HiveMind does not run each model’s computation DAG in isolation. Instead, it constructs a combined DAG that contains each constituent model’s computation graph; that is, each HiveMind-generated DAG will initially contain one distinct sub-graph for each individual model in the model batch. The compiler then performs several cross-model optimizations to produce a fused DAG. Currently, these optimizations include 1) sharing input preprocessing operations across models, and 2) fusing kernels to amortize away kernel launch overhead and increase computational intensity. We describe each of these optimizations below. All optimizations preserve application semantics exactly.

Input I/O and Preprocessing. Our experiments show that for some models, CPU preprocessing (e.g. data augmentation, image decoding) can actually dominate the total execution time of a model. It is possible to pre-compute this step for training workloads, but for large datasets this can require terabytes of storage and is often impractical. Instead, we mitigate the overhead of preprocessing by having multiple models share the same input data pipeline. HiveMind performs this optimization automatically so that the total time spent processing input data is amortized over the batched models.

Cross-model layer fusion. Layer fusion is applicable in three settings: 1) when stateful operators in different models share the same underlying weights (and where gradients for the shared weights across different models can be safely aggregated), 2) when stateful operators share the same inputs and have same output shapes, and 3) when non-stateful operators operate on inputs of the same shape. For 1), HiveMind depends on annotations provided by the user to specify which layers share the same underlying weights. HiveMind can then search the graph for all instances of these relationships to determine the sets of nodes to be fused.

We note that these layer fusion optimizations are complementary to those performed by systems like Latte, TVM, and Halide [3, 12, 15, 19], which try to fuse consecutive layers in the same model. The reasons why these optimizations help performance varies for the above three use cases: for 1) and 2), layer fusion increases the computational intensity of the resulting operations while keeping application semantics exactly the same. For 3), layer fusion helps to amortize away the overhead of launching kernels by calling a single kernel instead of multiple kernels.
We describe the algorithm used for fusing stateful operators with shared weights in Algorithm 1. The first step is ensuring that the input and output buffers of the new fused layer are contiguous, as cuDNN’s GPU kernel implementations require inputs and outputs to be allocated contiguous memory. Since the input buffer of a layer is shared with the output buffer of the previous layer (to minimize memory transfers), the output buffers of the preceding layers and the input buffers of the succeeding layers need to be contiguous post-fusion, as well. HiveMind pre-allocates all of its input and output buffers during the compilation phase to make this re-mapping process easier to implement.

The second step is ensuring that the DAG representing the computation is accurate post-fusion. This requires verifying that the newly created fused layer has prevNodes as its list of predecessors and nextNodes as its list of successors. Each node in prevNodes and nextNodes also needs to update its out- and in-node lists respectively. Layer fusion also modifies some metadata associated with relevant layers, such as the dimensions of the inputs, outputs, or weights. HiveMind’s runtime can now simply call a single kernel for the fused layer; for example, if the compiler fused multiple models’ convolution layers, then the runtime can now call a single cudnnConvolveForward and cudnnConvolveBackward method for the forward and backward passes respectively.

The algorithm for fusing non-stateful layers with the same input and output shapes is the same. To fuse layers with the same inputs, we follow a similar procedure, but instead of concatenating the inputs, we concatenate weight tensors instead. Layer fusion provides as much as a 1.6× speedup for relevant workloads, as we show in § 4.2.

3.2 Runtime

The HiveMind runtime is given as input an optimized computation DAG with arbitrary input-output dependencies. To utilize the GPU efficiently, HiveMind’s runtime uses CUDA’s stream abstraction to execute GPU kernels (functions executed on the GPU) in parallel as much as possible. Prior to execution, the runtime runs a stream assignment algorithm on the input graph, mapping each node in the graph to a CUDA stream. However, nodes assigned different streams might have data dependencies. HiveMind’s runtime uses CUDA’s event abstraction to ensure that kernels are executed only once their inputs are available.

Stream Assignment. Given a DAG, HiveMind’s runtime determines a stream assignment for each node in the graph. HiveMind accomplishes this by running a Depth First Search on the graph; all nodes explored can be assigned the same stream until a backtrack is necessary. Every backtrack increases the ID of the next stream assigned by one.

Data Dependencies. DAGs in HiveMind can have nodes with multiple in-edges or out-edges, on account of layers with skip connections, or layer fusion. These layers could be executed on different streams, and thus HiveMind needs to manage these data dependencies. HiveMind uses the CUDA Event API to ensure that kernels are executed only once their inputs are available.

4 Evaluation

We present preliminary results for HiveMind run on end-to-end workloads, and also microbenchmarks that show the impact of individual compiler optimizations. Experiments were run on two machines: 1) a machine in a private cluster with 28 CPU cores and an NVIDIA P100 GPU (henceforth called P100), and 2) a p3.2xlarge instance on Amazon EC2 with 8 hyperthreads and an NVIDIA V100 GPU (henceforth called V100). Experiments were run using CUDA 9.0 and CuDNN 7.0.

4.1 End-to-end Results

Figure 4a provides the normalized throughputs while training 8 copies of 4 models. The ENAS and NoScope results each use a model sampled from the set of candidate models described in the respective papers. HiveMind delivers speedups ranging from 3.1× to 8× on the P100 and 1.6× to 8× on the V100 compared to sequential execution.

Figure 4b provides the normalized throughputs while performing inference on 4 models. “AlexNet with shared weights” uses 8 AlexNet models with the same weights for the first 6 layers. HiveMind delivers speedups ranging from 8× to 10× on the P100 and 5.7× to 6.7× on the V100.
4.2 Compiler

Input Preprocessing. Figure 5a shows the overhead of preprocessing (computed as the percentage of time waiting on data from the preprocessing step) while training a ResNet-18 model on ImageNet data (each image is 227 × 227 pixels) on the V100. Different numbers of models are trained while sharing the same input pipeline. Model computations are executed serially.

We highlight two key results: (a) The preprocessing overhead for a single model is high (67.8%), and (b) Sharing preprocessing among multiple models reduces this overhead drastically (0.19% when preprocessing is shared across 8 models).

Layer Fusion. We show the impact of layer fusion on the AlexNet inference workload across 4 models in Figure 5b. The number of layers fused is varied from 0 to 16; we see that in the best case, layer fusion provides a 1.6× speedup on the P100 and a 1.3× speedup on the V100.

5 Conclusion

Existing deep learning frameworks are optimized for running DNNs in isolation; in this work, we explore the problem of efficiently running multiple DNNs together on a GPU. Our system, HiveMind, introduces a compiler that performs cross-model optimizations, and a runtime that extracts as much concurrency as possible from the combined model execution graph. Preliminary results show HiveMind is up to 10× faster than sequential model execution for simple multi-model workloads like hyperparameter tuning and model ensembles.
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