Salsify: low-latency network video through tighter integration between a video codec and a transport protocol

Sadjad Fouladi* John Emmons* Emre Orbay*
Catherine Wu† Riad S. Wahby* Keith Winstein*

* Stanford University, † Saratoga High School

Abstract

We present Salsify, a system for real-time Internet video transmission that achieves $3.9 \times$ lower delay and $2.7 \, \text{dB}$ higher visual quality on average when compared with five existing systems: FaceTime, Hangouts, Skype, and WebRTC with and without scalable video coding.

Salsify achieves these gains through a joint design of the video codec and transport protocol that features a tighter integration between these components. The design includes three major improvements. First, Salsify’s transport protocol is video-aware and accounts for the fact that video encoders send data in bursts rather than “full throttle.” Second, Salsify’s video codec exposes its internal state to the application, allowing it to be saved and restored. Salsify uses this to explore two compression levels for every frame, sending the frame that best matches the network conditions after compression. Third, Salsify combines the video codec’s and transport protocol’s control loops so that both components run in lockstep, and frames are encoded when the network can accommodate them. This improves responsiveness on variable network paths.

1 Introduction

Real-time video transmission has long been a popular Internet application—from the seminal schemes of the 1990s [22, 8] to today’s widely used videoconferencing systems, such as FaceTime, Hangouts, Skype, and the browser-based WebRTC system [1]. Real-time video applications are used for person-to-person videoconferencing, cloud videogaming, tele-operation of robots and vehicles, and any setting where video must be encoded and sent with low latency over the network.

These systems combine two components, a transport protocol and a video codec, to transmit live video over unpredictable networks. The transport responds to congestion feedback and estimates the capacity, or bitrate, of the network path. It supplies these estimates to the codec, which compresses the input video at a quality level that tries to approximate the requested bitrate on average. The transport then sends the compressed video stream.

The architecture of these applications has been influenced by a desire to allow codecs and transports implemented by different parties to be composed together, for hardware codec designs to be standardized, and for applications to support pluggable codecs that can be upgraded over time. As a result, video applications typically execute the codec and transport in separate control loops, interfacing at arm’s length: the codec runs at a steady frame rate and quality level, with these parameters adjusted occasionally in response to transport-layer congestion feedback. Salsify explores a more tightly integrated design.

1. Salsify’s transport protocol is video-aware; its bandwidth-estimation scheme accounts for the fact that video encoders send data in bursts rather than
Figure 2: Performance of Salsify (single-core version) and other real-time Internet video systems over an emulated AT&T LTE network path. The testbed (§4) replayed the same network conditions and video input to each system, then measured the end-to-end delay and quality at the receiver. Full results are in Section 6.

“full throttle.” This improves its link utilization and awareness of congestion.

2. Salsify’s video codec is implemented in a functional-programming style, allowing its internal state to be saved and restored. Salsify uses this to match the codec’s output to the network’s capacity: instead of trying to predict the most appropriate coding parameters in advance, Salsify explores two compression levels for every frame (either serially or in parallel), transmits the compressed frame that best matches the network conditions, then resynchronizes its encoders with the state induced by the transmitted frame.

3. Salsify combines the codec’s and transport protocol’s control loops so that both components run in lockstep, and frames are encoded and sent when the network can accommodate them (Figure 1). This improves responsiveness on variable networks.

We built an end-to-end measurement testbed to compare Salsify’s performance with other systems. The testbed plays a pre-recorded videoconference call through a USB device that simulates a UVC webcam into a sender computer that runs an unmodified version of the system-under-test (e.g., Skype, Facetime, etc.). The sending computer transmits to a separate receiving computer, over a network emulator whose trace of varying capacity is synchronized to the video. The testbed captures the receiving computer’s display output, calculating the end-to-end video delay and quality relative to what was sent.

Salsify consistently outperformed conventional real-time video systems, in both quality and delay, by substantial margins. Figure 2 shows a preview of the results.

We also performed two user studies to estimate the relative importance of quality and delay on the subjective quality of experience (QoE) of real-time video systems. In the first study, participants engaged in a videoconference call with a partner; in the second study, participants drove a vehicle in a simulated environment by playing the “Driveclub” videogame on a PlayStation 4. We manipulated the quality and delay of the subject’s video in both studies, and asked participants to rate their quality of experience on a 1-to-5 scale.

We found that users will accept large decreases in video quality in exchange for small improvements in delay. The trade-off between delay and quality depends on the application; videogame players were more sensitive to delay than participants in the videoconference. The results suggest that the benefits of Salsify’s tighter integration between the codec and transport—considerably reduced end-to-end delay, with the same or better visual quality—can yield significant payoffs to QoE.

This paper proceeds as follows. Section 2 discusses background information on real-time video systems and related work. We describe the design and implementation of Salsify in Section 3 and of our end-to-end measurement testbed for black-box real-time video systems in Section 4. Section 5 describes the user studies, and Section 6 presents the results of the evaluation. We discuss the limitations of the system and analysis in Section 7.

Salsify is open-source software; we have published an anonymized version of the code and raw data from the evaluation at https://github.com/salsify-anon

2 Related work

Adaptive videoconferencing. The earliest packet-video systems operated over cell-switched networks with reserved capacity at a particular bitrate. In that setting, the transport protocol and video codec could operate completely independently, because the bitrate did not change.

By contrast, Skype, FaceTime, and similar programs are intended for adaptive real-time videoconferencing over a best-effort network path with contending cross traffic. In the general Internet, network capacity is uncertain and variable. The transport needs to provide feedback to the video encoder so it can match its transmissions to the network’s evolving capacity. Systems in this area include Skype, FaceTime, Hangouts, and the WebRTC system [1], whose open-source reference implementation has been incorporated into several Web browsers.

Metrics for codecs. Much effort has gone into the development of new video codecs, culminating in standards like H.265 [28] and VP9 [29]. These systems are typically evaluated on quality metrics as a function of average bitrate, metrics such as PSNR (the ratio of the peak value, e.g. 255, to the error introduced by lossy compression) or SSIM [30] (“structural similarity”).

Metrics for transport protocols. Meanwhile, a parallel literature has studied transport protocols intended for real-time applications [5, 32] [13] [5] [14]. These systems are often evaluated on network-centric measurements (throughput, queueing delay of packets), sometimes with the assumption that a hypothetical application can exactly fill the congestion window to allow the transport protocol
to run “full throttle” [32]. In the case of video encoders that produce frames intermittently at a particular frame rate, with bitrate varying according to the scene complexity, this assumption has been criticized as unrealistic [12]. Salsify complements this work with a video-aware transport protocol that accounts for the intermittent nature of data generated by the video codec.

**Scalable video coding.** Several video formats support scalable encoding, where the encoder produces multiple streams of compressed video: a base layer, followed by one or more enhancement layers that improve the quality of the lower layers in terms of frame rate, resolution, or visual quality. Scalable coding is part of the H.262 (MPEG-2), MPEG-4 part 2, H.264 (MPEG-4 part 10 AVC) and VP9 systems. A real-time video application may use scalable video coding to improve performance over a variable network, because the application can discard enhancement layers immediately in the event of congestion, without waiting for the video codec to adapt. (Improvements in quality, however, must wait for a coded enhancement opportunity.) We benchmarked a contemporary SVC system, VP9-SVC as part of WebRTC in Google Chrome, in our measurements and found that it performed similarly to conventional WebRTC. Scalability is also useful in multiparty videoconferences (by allowing a relay node to accommodate different network capacities to each receiver, without transcoding the video), an application Salsify does not target.

**Cross-layer schemes.** Outside the context of digital packet video, SoftCast [15] and Apex [26] combine adaptive video coders and physical-layer protocols, sending wireless signals structured so that video quality degrades gracefully when there is more noise or interference on the wireless link. Salsify is also designed to degrade gracefully when the network deteriorates, but Salsify is not a cross-layer scheme in the same way and does not reach into the physical layer. Like Skype, FaceTime, and WebRTC, Salsify is an application that sends conventional UDP datagrams over the Internet.

**Measurement of real-time video systems.** Prior work has studied the performance of integrated videoconferencing applications. Zhang and colleagues [37] varied the characteristics of an emulated network path, and measured how Skype varied its video frame rate (as well as network-centric measurements such as throughput). Xu and colleagues [34] used Skype to film a stopwatch application on the receiver computer’s display, producing two clocks side-by-side on the receiver’s screen. By taking screenshots, the authors were able to measure Skype’s video delay under different network conditions.

Salsify complements this literature with an end-to-end measurement of videoconferencing systems’ video quality as well as delay. From the perspective of the sending computer, the testbed appears to be a USB webcam that captures a repeatable video clip. On the receiving computer, the HDMI display output is routed back to the testbed, so that the system can measure end-to-end video quality and delay between source and destination.

**QoE-driven video transport.** Recent work has focused on optimization approaches to delivery of adaptive video. Techniques include control-theoretic selection of pre-encoded video chunks for a Netflix-like application [56] and inferential approaches to selecting relays and routings [16, 10]. Generally speaking, these systems attempt to evaluate or maximize performance according to a function that maps various metrics into a single quality of experience (QoE) figure. Our evaluation includes two user studies to calibrate a QoE metric and find the relative impact of video delay and visual quality on quality of experience in real-time video applications (a videochat and a driving-simulation videogame).

**Loss recovery.** Existing video systems use a variety of techniques for recovering from packet loss. RTP’s audio-visual profile [24] includes “slice loss indication” that a video coder can use to resend a missing segment of the image. WebRTC uses this and other methods [21]. By contrast, Salsify’s functional video decoder retains old states in memory until the sender gives permission to evict them, so that if a frame is lost in whole or in part, the encoder can send new frames that depend only on older frames that the receiver has acknowledged, without having to re-encode missing slices de novo.

### 3 Design and Implementation

Real-time Internet video systems are built by combining two components: a transport protocol and a video codec. In existing systems, these components operate independently, occasionally communicating through a standardized interface. For example, in WebRTC, which has an open-source reference implementation, the video encoder reads frames off the camera at a particular frame rate and compresses them, aiming for a particular average bitrate. The transport protocol [13] updates the encoder’s frame rate and target bitrate on a roughly one-second timescale. WebRTC’s congestion response is generally reactive: if the video codec produces a compressed frame that overshoots the network’s capacity, the transport will send it (even though it will cause packet loss or bloated buffers), but the WebRTC transport subsequently tells the codec to pause encoding new frames until congestion clears. Skype, FaceTime, and Hangouts work similarly.

Salsify’s architecture is more closely coupled. Instead of allowing the video codec to free-run at a particular frame rate and target bitrate, Salsify fuses the video codec’s and transport protocol’s control loops into one. This architecture allows the transport protocol to communicate network conditions to the video codec before...
each frame is compressed, so that Salsify’s transmissions match the network’s evolving capacity, and frames are encoded when the network can accommodate them.

Salsify achieves this by exploiting its codec’s ability to save and restore its internal state. Salsify’s transport estimates the number of bytes that the network can safely accept without dropping or excessively queuing frames. Even if this number is known before encoding begins for each frame, it is challenging to predict the encoder parameters (quality settings) that cause a video encoder to match a pre-specified frame length.

Instead, each time a frame is needed, Salsify tries encoding with two different sets of encoder parameters in order to bracket the available capacity. The system examines the encoded sizes of the resulting compressed frames and selects one to send, based on which more closely matches the network capacity estimate. The state induced by this frame is then restored and used as the basis for both versions of the next coded frame. We implemented two versions of Salsify: one that does the two encodings serially on one core (Salsify-1c), and one in parallel on two cores (Salsify-2c).

### 3.1 Salsify’s functional video codec

Salsify’s video codec is written in about 11,000 lines of C++ and encodes/decodes video in real-time according to Google’s VP8 format [51]. It differs from previous implementations of VP8 and other codecs in one key aspect: it exposes the internal “state” of its encoder/decoder to the application in explicit state-passing style.¹ This state includes copies of previous decoded frames (known as references) and other information helpful to compression (e.g. probability tables). At a resolution of 1280 × 720, the internal state of a VP8 codec is about 4 MiB.

In typical implementations, whether hardware or software, this state is maintained internally by the encoder/decoder and is inaccessible to the application. Salsify’s VP8 encoder and decoder, on the other hand, are pure functions in the functional-programming sense, and the internal state of an encoder or decoder can be saved and restored by the application.

This allows Salsify to (1) encode frames at a rate and quality that matches the network capacity and (2) efficiently recover from packet loss.

**Encoding to match network capacity.** Two compression levels are explored for each frame by running two encoders (serially or in parallel), initialized with the same internal state but with different quality settings. Salsify selects the resulting frame that best matches the network conditions, delaying the decision of which version to send until as late as possible. Since the encoder is implemented in explicit state-passing style, it can be resynchronized to the state induced by whichever version of the frame is chosen to be transmitted. Salsify chooses the two quality settings for the next frame based on surrounding (one slightly higher, one slightly lower) whichever settings were successful in the previous frame.²

There is also a third choice: not to send either version, if both exceed the estimated network capacity. In this case, the next frame will be encoded based on the same internal state. Salsify is therefore able to vary the frame cadence to accommodate the network, by skipping frames in a way that other video applications cannot (conventional applications can only pause frames on input to the encoder—they cannot skip a frame after it has been encoded without causing corruption).

**Loss recovery.** In the absence of loss, the encoder produces a sequence of compressed frames, each one depending on the state left behind by the previous frame (even if that frame has not yet been acknowledged as received). If a loss has recently occurred, the encoder may instead create a compressed frame that depends on an earlier state that the receiver has explicitly acknowledged. In doing so, the encoder knows that the new frame will be usable by the receiver if received, even if intermediate packets are lost. The receiver saves multiple states in memory, so the sender can make frames that depend on them until it receives an acknowledgment from the receiver that it has received a later frame. At this point, the sender instructs the receiver to discard the earlier states.

### 3.2 Salsify’s transport protocol

We implemented Salsify’s transport protocol in about 2,000 lines of C++. The sender transmits compressed video frames over UDP to the receiver, which replies with acknowledgments. Each video frame is divided into one or more MTU-sized fragments.

With the headers shown in Figure [3] a compressed video frame becomes an idempotent operator that acts on the identified source state at the receiver, transforming it into the identified target state, and producing a picture for display in the process. In reply to each fragment, the receiver sends an acknowledgment message that contains the frame and fragment numbers and a “catalog” of hashes of available decoder states. The sender is allowed to base a future frame on any of these states.

Salsify’s transport protocol estimates the desired size of a frame—the congestion window—as follows. The receiver timestamps incoming UDP datagrams upon receipt, and estimates the current rate of the link with an exponentially weighted moving average of the packet inter-arrival...

---

¹We previously described a different application built on an earlier version of this encoder; citation withheld for anonymous submission.

²We arrived at the current 1-core and 2-core versions of Salsify after paring down an earlier 8-core version; after testing, we found that just two options (plus the option to not send a frame at all) were sufficient.
To evaluate Salsify, we built an end-to-end measurement testbed for real-time video systems that treats the sender and receiver as black boxes, emulating a time-varying network while measuring application-level video metrics that affect quality of experience. This section describes the testbed’s metrics and requirements (§4.1), its design (§4.2), and its implementation (§4.3).

4.1 Requirements and metrics

Requirements. The testbed needs to present itself as a webcam and supply a high-definition, 60 fps video clip in a repeatable fashion to unmodified real-time video systems. At the same time, the testbed needs to emulate a varying network link between the sender and receiver in the system, with the time-varying behavior of the emulated network synchronized to the test video. Finally, the testbed needs to capture frames coming out of the display of an unmodified receiver, and quantify their quality (relative to the source video) and delay.

Metrics. The measurement testbed uses two principal metrics for evaluating the video quality and video delay of a real-time video system. For quality, we use mean structural similarity (SSIM) [30], a standard measure that compares the received frame to the source video.

To measure interactive video delay, the testbed calculates the difference between the time that it supplies a frame (acting as a webcam) and when the receiver displays the same frame (less the testbed’s inherent delay, which we measure in §6.1).

For frames on the 60 fps webcam input that weren’t sent or weren’t displayed by the receiver, we assign an arrival time equal to the next frame shown. As a result, the delay metric rewards systems that transmit with a higher frame rate. The goal of this metric is to account for both the frame rate chosen by a system, and the delay of the frames it chooses to transmit. A system that transmits one frame per hour, but those frames always arrive immediately, will still be measured as having delay of up to an hour, even though the rare frame that does get transmitted arrives quickly. A system that transmits at 60 frames per second, but on a one-hour tape delay, will also be represented as having a large delay.
Figure 5: Testbed architecture. The system measures the performance of an unmodified real-time video system. It emulates a webcam to supply a barcoded video clip to the sender. The sender transmits frames to the receiver via an Ethernet connection. The measurement testbed interposes on the receiver’s network connection and controls network conditions using a network emulator synchronized to the video. The receiver displays its output in a fullscreen window via HDMI, which the testbed captures. By matching barcodes on sent and received frames, the testbed measures the video’s delay and quality, relative to the source. The measurement testbed timestamps outgoing and incoming frames with a dedicated hardware clock, eliminating the effect of scheduling jitter in measuring the timing of 60 fps video frames.

4.2 Design

Figure 5 outlines the testbed’s hardware arrangement. At a high level, the testbed works by injecting video into a sending client, simulating network conditions between sender and receiver, and capturing the displayed video at the receiving client. It then matches up frames injected into the sender with frames captured from the receiver, and computes the delay and quality.

Hardware. The sender and receiver are two computers running an unaltered version of the real-time video application under test. Each endpoint’s video interface to the testbed is a standard interface: For the sender, the testbed emulates a UVC webcam device. For the receiver, the testbed captures HDMI video output.

The measurement testbed also controls the network connection between the sender and receiver. Each endpoint has an Ethernet connection to the testbed, which bridges the endpoints to each other and to the Internet.

Video analysis. To compute video-related metrics, the testbed logs the times when the sending machine is presented with each frame, captures the display output from the receiver, and timestamps each arriving frame in hardware to the same clock.

The testbed matches each frame captured from the receiver to a frame injected at the sender. To do so, the testbed preprocesses the video to add two small barcodes, in the upper-left and lower-right of each frame. Together, the barcodes consume 3.6% of the frame area. Each barcode encodes a 64-bit random number that is unique over the course of the video. An example frame is shown in figures 5 and 6. The quality and delay metrics are computed in postprocessing by matching the barcodes on sent and received frames, then comparing corresponding frames.

4.3 Implementation

The measurement testbed is a PC workstation with specialized hardware. To capture and play raw video, the system uses a Blackmagic Design DeckLink 4K Extreme 12G card, which emits and captures HDMI video. The DeckLink timestamps incoming and outgoing frames with its own hardware clock. To convert outgoing video to the UVC webcam interface, the testbed uses an Epiphan AV.io HDMI-to-UVC converter. At a resolution of 1280 × 720 and 60 frames per second, raw video consumes 1.8 gigabits per second. The testbed uses two SSDs to simultaneously play back and capture raw video.

---

3 The two barcodes were designed to detect “tearing” within a frame, when the receiver presents pieces of two different source frames at the same time. In our evaluations, we did not see this occur.
Figure 7: The results of the user studies (videoconferencing in the left column; driving simulator in the right column). The data from each study were fit to a two-dimensional linear model—one for videoconferencing, one for driving—using ordinary least squares. The upper plots project the learned bilinear models onto the delay-QoE axes; similarly, the lower plots show the quality-QoE projection. We found that for a given delay, the quality has only a small impact on the QoE (upper plots); conversely, for a given quality, the delay has a large impact on the QoE (lower plots). Furthermore, in the driving study, users rated delay as almost twice as important (relative to visual quality) as they did in the videochat study.

Figure 8: Structural similarity (SSIM) is a measure of perceptual image quality. From left to right: original image, 15.6 dB, 9.1 dB.

5 User studies to calibrate QoE metrics

As part of the development of Salsify, we conducted two user studies to quantify the relative impact of video delay and video quality on quality of experience (QoE) in real-time video applications. These studies were approved by the Institutional Review Board at our institution. In both studies, we varied the delay and quality over ranges typically seen in real-world applications. Our results show that small variations in video delay greatly affect mean opinion score; video quality also affects mean opinion score but less dramatically. We also observed that the relative importance of these parameters depends on the application (i.e., some applications are more sensitive to video delay than others).

In our first user study, participants engaged in a simulated long-distance video conference call with a partner. As part of this study, we built a test jig that captured the audio and video of both participants and played it to their partner with a precisely controlled amount of added delay and visual quality degradation, achieved by encoding and then decoding the video with the x264 H.264 encoder at various quality settings. Participants conversed for one minute on each setting of delay and quality; after each one-minute interval, participants scored their subjective quality of experience on a scale from 1 (worst) to 5 (best). Twenty participants performed this user study and every participant experienced the same 12 video delay and video quality settings (SSIM dB × delay: \{10 dB, 14 dB, 18 dB\} × \{300 ms, 1200 ms, 2200 ms, 4200 ms\}).

The second user study put participants behind the wheel of a race car in a simulated environment; a PlaySta-
6 Evaluation of Salsify

This evaluation answers the question: how does Salsify compare with five popular real-time video systems in terms of video delay and video quality when running over a variety of real-world and synthetic network traces? In sum, we find that, among the systems tested, Salsify gave the best delay and quality by substantial margins over a range of cellular traces; Salsify also performed competitively on a synthetic “lossy link” trace that we generated.

6.1 Setup, calibration, and method

Setup. We ran all experiments using the measurement testbed described in Section 4. Figure 9 lists applications and versions. Tests on macOS used late-model MacBook Pro laptops running macOS Sierra. WebRTC (VP9-SVC) was run on Chrome with command line arguments to enable VP9 scalable video coding; the arguments were suggested by video-compression engineers on the Chrome team at Google.4 Tests on Linux used Ubuntu 16.10 on desktop computers with recent Intel Xeon E3-1240v5 processors and 32 GiB of RAM. We tested Salsify using the same Linux machine.

All machines were physically located in the same room during experiments and were connected to each other and the public Internet through gigabit Ethernet connections. Care was taken to ensure that no other compute- or network-intensive processes were running on any of the client machines while experiments were being performed.

Calibration. To calibrate the measurement testbed, we ran a loopback experiment with no network: we connected the testbed’s UVC output to the desktop computer described above, configured that computer to display incoming frames full screen on its own HDMI output using ffplay, and connected that output back to the testbed.

We found that the delay through the loopback connection was 4 frames, or about 67 ms; in all further experiments we subtracted this intrinsic delay from the raw results. The difference between the output and input images was negligible, with SSIM in excess of 25 dB, which corresponds to 99.7% absolute similarity.

Method. For each experiment below, we evaluate each system on the testbed using a specified network trace, computing metrics as described in Section 4.1. The stimulus is a ten minute, 60 fps, 1280 × 720 video of three people having a typical videoconference call. We preprocessed this video as described in Section 4.2 labeling each frame with a barcode.

6.2 Results

Experiment 1: variable cellular paths. In this experiment, we measured Salsify and the other systems using the AT&T LTE, T-Mobile UMTS (“3G”), and Verizon LTE cellular network traces distributed with the Mahimahi network-emulation tool [23]. The experiment’s duration is 10 minutes. The cellular traces vary through a large range of network capacities over time: from more than 20 Mbps to less than 100 kbps. The AT&T LTE and T-Mobile traces were held out and not used in Salsify’s development, although an earlier (8-core) version of Salsify was previously evaluated on these traces before we developed the current 1-core and 2-core versions.

Figures 10a, 10b and 10c show the results for each scheme on each trace. Both the single-core (Salsify-1c) and dual-core (Salsify-2c) versions of Salsify outperform all of the competing schemes on both quality and delay (and therefore, on either QoE model from the user study).

Somewhat contrary to our expectations, we saw little difference in performance between the serial and parallel versions of Salsify; this suggests that having the two video encoders run in parallel is not very important, at least if the codec is sufficiently fast to keep up with the application’s idea of when frames ought to be sent. To the extent there is a difference, the single-core version sometimes
Experiment 2: intermittent link. In this experiment, we evaluated Salsify’s method of loss resilience. We evaluated each system on an intermittently lossy 12 Mbps link. The link’s capacity is 12 Mbps until a “failure” arrives, which happens on average every five seconds; after failure, a “restore” event arrives on average 0.2 seconds later. The experiment’s duration is 10 minutes.

Figure 10a shows the results for each scheme. The Salsify schemes had the best quality, and their delay was better than all schemes except Skype and WebRTC. Salsify and WebRTC are both on the Pareto frontier of this experiment; further tuning will be required to see if Salsify can improve its delay without compromising quality.

Experiment 3: component analysis study. In this experiment, we removed the new components implemented in Salsify one-by-one to better understand their contribution to the total performance of the system. First, we removed the feature of Salsify’s transport protocol that makes it video-aware: the “grace period” to account for intermittent transmissions from the video codec. The performance degradation of this configuration is shown in Figure 10a as the “Salsify (no grace period) dot”; without this component, Salsify underestimates the network capacity and sends low quality, low-bitrate video.

Second, we then removed Salsify’s explicit state-passing style video codec, replacing it with a conventional codec where the state is opaque to the application, and the appropriate encoding parameters must be predicted upfront (instead of choosing the best compressed version of each frame after-the-fact). The codec predicted these parameters by performing a binary search for the quality setting on a decimated version of the original frame, attempting to hit a target bitrate and extrapolating the resulting size to the full frame. The result of this experiment is also in Figure 10a as “Salsify (conventional codec).”

As shown in the plot, Salsify’s performance is again substantially reduced. This is result of two factors: (1) The transport no longer has access to a menu of frames at transmission time; if the capacity estimate changed during the time it took to compress the video frame, Salsify will either incur delay or have missed an opportunity to improve the quality of the video. (2) It is challenging for any codec to choose the appropriate quality settings upfront to meet a target size; the encoder will be liable to under- or overshoot its target.

Experiment 4: capacity ramp and brief dropout. In this experiment, we evaluated how Salsify, Skype, and WebRTC handle a network with a gradual decrease in bandwidth (to zero), a brief dropout, and then a gradual resumption of network capacity. We created the synthetic network trace depicted in light gray in Figures 11a and 11b. The experiment’s duration is 20 seconds.

Figure 11a shows the amount of throughput each scheme tries to send through the link, versus time. Salsify’s throughput smoothly decreases alongside link capacity, then gracefully recovers after the dropout. The result is that Salsify does not build up significant queueing delay when link capacity is degraded, as shown in Figure 11b.

In contrast, Skype reacts slowly to degraded network capacity, and as a result induces loss on the link and builds up a standing queue that takes several seconds to dissipate. WebRTC reacts to the loss of link capacity, but ends up stuck in a bad mode after the network is restored; the receiver displays only three frames (marked with blue dots) in the eight seconds after the link begins to recover.

Experiment 5: sensitivity to queueing parameters. In this experiment, we quantified the performance impact of network buffer size on Salsify, Hangouts, WebRTC, and WebRTC (VP9-SVC) for a Verizon-LTE network trace. The plots in Figure 12 show the performance of each system on the trace across various DropTail thresholds (at 64, 256, and 1024 MTU-sized packets).

The performance of the tested systems was not significantly influenced by the choice of buffer size, perhaps be-
Figure 10: The above figures show the end-to-end video quality and video delay over four emulated time-varying networks. Salsify-1c and Salsify-2c simultaneously achieve better video quality (both on average and the “worse” tail at 25th percentile) and better video delay (both on average and the worse tail at 95th percentile) than other systems for the three real-world network traces (AT&T, T-Mobile, Verizon). Salsify-1c and Salsify-2c perform competitively on the artificially generated “lossy link” network, which occasionally drops packets but is otherwise a constant 12Mbps (§6). The AT&T, T-Mobile, and lossy link traces were held-out during development. The best results on each metric are highlighted. Two entries marked with a * have a 25th-percentile SSIM that is higher than their mean SSIM; this indicates a skewed distribution of video quality.
Figure 11: Salsify’s fusion of the video codec’s and transport protocol’s control loops allows it to react more quickly to changes in network conditions than other video systems. This is illustrated by comparing the performance of Skype, WebRTC, and Salsify while communicating over a network path whose capacity decreases gradually to zero, then back up again (instantaneous network capacity shown in gray).

Because all schemes are striving for low delay and therefore are unlikely to build up a large-enough standing queue to see DropTail-induced packet losses. We ran the remaining tests using the middle setting (256 packets).

6.3 Modifications to systems under test

Although the testbed was designed to work with unmodified real-time video systems as long as the sender accepts input on a USB webcam and the receiver displays output fullscreen via HDMI, in practice we found that to evaluate the commercial systems fairly, small modifications were needed. We describe these here.

Facetime two-way video and self view. Unlike the other video conferencing programs we tested, FaceTime could not be configured to disable bidirectional video transmission. We physically covered the webcam of the receiver when evaluating FaceTime in order to minimize the amount of data the receiver needed to send.

Also, like most video conferencing programs, FaceTime provides a self view window so users can see the video they are sending. This self view window cannot be disabled in FaceTime and is present in the frames captured by our measurement testbed. To prevent this from unfairly lowering FaceTime’s SSIM score, we blacked out the self view window in post-processing (in both the sent and received raw videos) before computing SSIM. These regions accounted for approximately 4% of the total frame area.

Hangouts & WebRTC watermarks and self view. By default, Google Hangouts and our reference WebRTC client (appr.tc) had several watermarks and self view windows. Since these program run in the browser, we modified their CSS files to remove these artifacts so we could accurately measure SSIM.

Hangouts did not make P2P connections. Unlike all the other systems we evaluated, Google Hangouts did not make a direct connection between the two client machines. Rather, the clients communicated through a relay server.
We measured this delay by pinging the Google server used by the client machines. The round trip delay was less than 20 ms in all cases and ~5 ms on average. Given the delays we measured for Google Hangouts, this additional source of delay accounts for less than 1% of the total delays.

### 7 Limitations and Future Work

Salsify and its analysis feature a number of important limitations and opportunities for future work.

**No audio.** Salsify does not encode or transmit audio. When testing other video conferencing applications, we disabled the microphone on both the sender and receiver clients to avoid giving Salsify an unfair advantage. However, it is likely that other systems were designed with receiver-side buffering to smooth out jitter and avoid underflows in the audio playback. This could cause extra delay that Salsify would also incur if it wanted to provide smooth audio playback.

**Unidirectional video.** Our experiments used a dedicated sender and receiver, whereas a typical video call has bidirectional video. This is because the testbed only has one Blackmagic card (and pair of high-speed SSDs) and cannot send and capture two independent raw-video streams simultaneously.

Bidirectional video, like audio, requires the sender to reserve network capacity for a control channel. We turned off receiver-side video when testing each application in order to avoid disadvantaging other video conferencing systems in our benchmarks.

**No end-to-end QoE analysis of actual schemes.** Because of a limited availability of research subjects, we performed our QoE studies on synthetically created delays and quality degradations, added to a videochat and driving-simulator videogame. We have not conducted an actual user study of Salsify itself. In informal testing, our subjective evaluation was consistent with the objective measurements reported.

**Most codecs do not support save/restore of state.** Salsify includes a VP8 codec—an existing format that we did not modify—with the addition that the codec is in functional style and allows the application to save and restore its internal state. Conventional codecs, whether hardware or software, do not support this interface, although we are hopeful these results will encourage implementers to expose such an interface. We discuss the consequences of this limitation below, in the conclusion.

### 8 Conclusion

In this paper, we presented Salsify, a new design for the architecture of real-time Internet video systems. Salsify improves upon existing systems in three principal ways: (1) a video-aware transport protocol achieves accurate estimates of network capacity without a “full throttle” source or sender-side buffering, (2) a functional video codec allows the application to experiment with multiple settings for each frame to find the best match to the network’s evolving capacity, and (3) Salsify fuses the video codec’s and transport protocol’s control loops so that both components run in lockstep, and frames are encoded and sent when the network can accommodate them, rather than at a fixed rate.

In an end-to-end evaluation, Salsify (both single-core and dual-core versions) achieved lower end-to-end video delay and higher video quality, by substantial margins, when compared with five existing systems: Skype, FaceTime, Hangouts, and WebRTC with and without scalable video coding (VP9-SVC).

It is somewhat notable that Salsify achieves superior visual quality than other systems, as Salsify uses our own implementation of a VP8 codec, which is less sophisticated than schemes used by other systems. By contrast, Chrome’s WebRTC uses VP9 implemented by the format’s creators, and we believe Skype and FaceTime use commercial implementations of H.264; each of these codecs has undergone hundreds of thousands or millions of person-hours of development and optimization. The results suggest that further improvements to video codecs may have reached the point of diminishing returns in this setting, but radical changes to the architecture of real-time video systems can still yield significant improvements in performance.

Salsify’s video codec was implemented in software, which makes it ill-suited for power-constrained environments such as mobile phones or battery-powered sensors, which typically rely on ASICs for video compression and decompression. For a practical implementation of Salsify on such devices, a hardware codec is probably necessary. We are not aware of any fundamental reason that a hardware codec could not also expose its internal state to be saved and later restored—the only requirement that Salsify’s architecture imposes on the codec. We hope that our measurements motivate codec implementers, both hardware and software, to expose state in this fashion, so that future real-time video systems may benefit.
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