Challenges in Mining
Large-Scale Network Data




Data Mining & Networks

Data mining has rich history and

methods for analyzing ...

... tabular data A

... textual data Bag of
... time series & streams >features
... market baskets

J
What about relations and dependencies?



Network: A First Class Citizen

- . o
L -

Networks allow for
modeling dependencies!



Networks

are a general language
for describing real-
world systems
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Economy
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Human cell
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Friends & Family
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Media & Information
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Network!
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Network!



The Life of Networks
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Networks, why now?
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Transformation of Computing

Online friendships Corporate e-mail com

munication

[Ugander-Karrer-Backstrom-Marlow, “11] [Adamic-Adar, ‘05]

Web: a Social and a Technological network
Profound transformation in:

How

How

<nowledge is produced and shared

neople interact and communicate

The scope of CS as a discipline

Jure Leskovec, ICDM 2012 16




Mining Network Data

Network data brings several questions:
Working with network data is messy

Not just “wiring diagrams” but also dynamics
and data (features, attributes) on nodes and edges

Computational challenges
Large scale network data

Algorithmic models as vocabulary for
expressing complex scientific questions

Social science, physics, biology

Jure Leskovec, ICDM 2012 17



Plan for the Talk

Plan for the talk:
Algorithms for network data

Part 1) How to we make online social
networks more useful

Finding Friends
Organizing Friends

Part 2) Web as sensor into society
Understanding Social Media Content



S | lf———
] HOW COME YOU 0
Growmg bOdy Of HAVEN'T FRIENDED
research captures ME YET?

dynamics of social
network graphs

[Latanzi, Sivakumar '08] [Zheleva,
Sharara, Getoor ‘09] [Kumar, Novak,
Tomkins ‘06] [Kossinets, Watts ‘06]
[L., Kleinberg, Faloutsos '05]

What links will occur next?(Libennowell, Kieinberg ‘03]

Networks + many other features:
Location, School, Job, Hobbies, Interests, etc.

Jure Leskovec, ICDM 2012 19



Friend Recommendation

Learn to recommend potential friends
Facebook link creation [Backstrom, L. ‘11]

11111

92% of new friendshipson 7
FB are friend-of-a-friend - -

N
No Path

=
g
nnnnn

Triadic closure [Granovetter, ‘73]

More common friends helps:

Social capital [Coleman, '88]




[WSDM '11]

Supervised Link Prediction

Goal: Given a user s, recommend friends

Positive: Nodes to which s links to in the future
Negative: Nodes to which s does not link
Supervised ranking problem:

Assign higher scores to positive nodes
than to negative nodes

Jure Leskovec, ICDM 2012



[WSDM '11]

Supervised Link Prediction

Q: How to combine network structure
and node and edge features?

A: Combine PageRank with Supervised
learning

PageRank is great to capture importances of

nodes based on the network structure

Supervised learning is great with features
Idea: Use node and edge features to
“guide” the random walk




[WSDM '11]

Supervised Random Walks

Run Random
Walk with
Restarts on the
weighted graph

U-

Network Set edge strengths RWR assigns an
(want strong edges to point importance score

towards positive nodes) (ViSiting probability)
Q: How to set edge strengths? 1 8very node

Idea: Set edge strengths such @
that SRW correctly ranks the Recommend
nodes on the training data top k nodes with

highest score

Jure Leskovec, ICDM 2012 23



SRW: Learning .

Goal: Learn an edge strength function

fo(x,y) = exp(—2;0; P;(x,y))
Y(x,y) ... features of edge (x,y)

Hi parameter vector we want to learn
Find fo(u, v) based on training data:

arg ming Z Z 8(r, < rn) + AHHH

/p'EP nE'\N Penalty for violating

constraint r, > r,

Positive Negative

nodes nodes ry ... score of node x on a weighted
graph with edge weights fg(x,y) ,

Jure Leskovec, ICDM 2012



Data: Facebook

Facebook Iceland network
174,000 nodes (55% of population)
Avg. degree 168

Avg. person added 26 friends/month
Node and edge features:

Node: Age, Gender, School

Edge: Age of an edge, Communication,
Profile visits, Co-tagged photos



Link Prediction

Results on Facebook Iceland:
Correctly predicts 8 out of 20 (40%) new friends
2.3x improvement over previous FB-PYMK

A
2.3X

Fract%

Fraction of friending based on
recommendations

Jure Leskovec, ICDM 2012



SRW: Further Questions

Supervised Random Walks are a general
framework for ranking nodes on a graph

There is nothing specific to link prediction here

Can use any features to learn the ranking
Applications: Social recommendations,
ranking, filtering

Friends: Trust, Homophily

Others: Experts, People like you
Link sentiment: Positive vs. Negative



Friends and Foes

Not just if you link to someone but
also what do you think of them
Start with the intuition [Heider '46]

The of my IS my
The of IS my
The of IS my
of my IS my
Balanced Unbalanced

o & &%



Friends and Foes

Model:

Count the triads in which
edge u — v is embedded:
16 features

Train Logistic Regression

Predictive accuracy: >90%
Signs can be modeled

Lo £ 4

Lo L Iy
from the local network Q&@ &3@ &%b &3@

Lo &y

structure alone!



[NIPS *12]
Organizing Friends

friends under the same advisor

CS department fri l family members

highschool friends

Discover circles and why they exist



[NIPS *12]

Discovering Social Circles

Why is it useful?

Organize friend lists

(

Control privacy
and access

] ;

Filter and o rganize “On Facebook 273 people know | am a dog.
content The rest can only see my limited profile.”

All social networks have this feature:
Facebook (groups), Twitter (lists), G+ (circles)
But circles have to be created manually!

Jure Leskovec, ICDM 2012 31



[NIPS *12]

Social Circles: Connections

Connections to
graph partitioning &

community detection

Karypis, Kumar ‘98]

(Girvan, Newman ‘02]

Dhillon, Guan, Kulis ‘07]

'Yang, Sun, Pandit, Chawla, Han “11]

.. but we can also use
node profile information!

Q: How to cluster using network as well
as hode feature information?

Jure Leskovec, ICDM 2012 32



[NIPS *12]

Model of Social Circles

Suppose we know all the circles
For a given circle C model edge prob.:

p(x,y) < exp(— ;0.  Pi(x,y))
Y(x,y) ... is edge feature vector describing (x, y)
Are x and y from same school, same town, same age, ...

O.... parameters that we aim to estimate
High 0 .; means being similar in i is important for circle ¢

Example:

1| work : position : Cryptanalyst 1.4
1| work : location : GC&CS 0
O | work : location : Royal Navy 0

‘(I)(x, y) = | 1| education : name : Cambridge 0 c —|0.3
1| education : type : College 0
0| education : name : Princeton 0.2
L0 education : type © Graduate School 1. 14

33



[NIPS '12]
Circle Discovery

Given graph G and edge features Y (x, y)
Want to discover...

Member nodes of each circle C

Circle similarity function parameters 0,
...such that we maximize the likelihood of
the observed network:

PGO= || p@y: || 1-pxy

(x,y)EG (x,y)¢G



[NIPS *12]

Experiments: Facebook

Fi1 score

Given only the network (no labels) try to
find the circles. How well are we doing?

Ask people to hand label the circles. Compare
84

T2 72

SI111V+19N |-
}

Z 2 Z Ourmethod > Z Our method
o+ & + 7] N

> 9 o

= 2 Z Facebook 2 2  Google+

Jure Leskovec, ICDM 2012



[NIPS *12]

Experiments: Facebook

How well do we recover human circles?
Social circles of a particular person:

Rl e e ittt s1p---—-—--"-----
- Americans = people with PhDs = Germans
< = Iving i = who went to school in 1997

o)) l o iving in S.F. or Stanford o

® ® v ()

= = =

1.

feature index for ¢!

feature index for ¢} feature index for ¢!

Jure Leskovec, ICDM 2012 36



Circles: Further Questions

Beyond graph partitioning

Overlapping clustering of networks with
node/edge attributes [voshida “10] [McAuley, L. “12]

Temporal dynamics of circles and groups

Predict group evolution over time
[Kairam, Wang, L. ‘12] [Ducheneaut, Yee, Nickell, Moore ‘07]

Modeling circles of non-friends

Node role discovery in networks
[Henderson, Gallagher, Li, Akoglu, Eliassi-Rad, Tong, Faloutsos, ‘11]

Jure Leskovec, ICDM 2012 37



[KDD *11]

Social Networks & Mobility

What’s the relation between human
mobility and social networks?

Location-based online social networks

Brightkite, Gowalla: 10m check-ins

o Brightkite

Cell phones

o, 7 + Gowalla
Portugal: 500M calls 310’2‘ Mm - _‘;;‘Dz
In terms of mobility £ T
the datasets are "ol Y
indistinguishable! .

5

10° 10" 10° 10° 10° 10
Check-in distance from home (km)

Jure Leskovec, ICDM 2012 38



Modeling Mobility

Brightkite~ ,
Goal: Model and 2 16 CeIIphgones Al % \

S ST
predict human 2 14 & A S A A

YRV AV BV R

movement patterns § 4 5wl Y

@ 18" % %

@)

S 08
Observation: 0.6

Low location entropy at night/morning

Higher entropy over the weekend
3 ingredients of the model:

Spatial, Temporal, Social

Jure Leskovec, ICDM 2012 39



Modeling Mobility

fyle O

pyE oanbiy

%
Mt Eure Opan
Space Reserve
“orest
Knols - Twin Peaks & Noe Valley
Aate L B

Cagar Chdez <
aano!®

LaLamwa

Spatial model:
Home vs. Work Location

Jure Leskovec, ICDM 2012

Temporal model:
Mobility Home vs. Work

40



[KDD *11]

Example: Gowalla User

Latitude

>
X O = i
w X = 0.6
XX X ©
X X X o
R X © 0.4
N R O o
><X><>><<)§ q
XX ><>§§<>><< 0.2¢
XX
2 X xé% 0

Time of Day (hours)

i —
\

25 0 0.5 1 0 0.5 1 0 0.5 |
Noon JuPMeskovec, ICDM 2012 6 pm Midnight 44



Weekend Mobility

Social network plays particularly
important role on weekends

Include social network
into the model .

Prob. that user visits "
location X depends on:
Distance(X, F)

Time since a friend
was at location F

M Tu W Th F Sa Su

F = Friend’s last known location Mobility similarity

Jure Leskovec, ICDM 2012



Fraction Correct

Mobility: Results

Cellphones: Whenever user receives or
makes a call predict her location

04 mPI.Vi.Nl.. ......... A _,_:,...
0.35 PSMM -
0.3 .. RW
G ---------------
0.25 -

0.15

0.5 l
0.45 - /

vt
\\\\\\
ant

Day of Week

G ... model by Gonzalez&Barabasi

M Tu W Th F Sa Su

RW... predict last known location

MF... predict most frequent location

Jure Leskovec, ICDM 2012

g 0.007 |
S 0.0065 | ol
0 0.006 - o N |
g 0.0055
~ 0005 | N
S 0.0045 | P ——
L 0004 B R =
Q 0.0035 poowmmssaii s el
2 0.003f _
o 0.002 |

I\/ITuWThFSaSu

Day of Week

PMM... periodic mobility model
PSMM... periodic social mobility model
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RT @birdnexfome
Chirp! Chirp! << LoL
#Eunnybirdnoises

Jure Leskovec, ICDM 2012 44



Diffusion in Networks

Obscure

Information tech story
flows from a node
o Small tech

to node like " blog
an epidemic Engadget
HOW does Slashdot Wired
information

. BBC NYT CNN
transmitted -

by mainstream
media interact with social networks?

Jure Leskovec, ICDM 2012 45



Diffusion in Online Media

% % 4 \¢
\Q@@ @ CQ &;1%\'
77 We P,
/Ic O O
"/" 8 & " I >
~ 4’% TechCrunch ™2

e“oo“ N SN

Since August 2008 we have been collecting

30M articles/day: 6B articles, 20TB of data
Challenge:

How to track information as it spreads?

Jure Leskovec, ICDM 2012



[WWW ‘13]

Meme-tracking

Goal: Trace textual phrases that spread
through many news articles
Challenge 1: Phrases mutate!

we have a discovery - we
have observed a new
particle consistent with a
}/' higgs boson. but which
one? that remains open

f

we have a discovery. we
have observed a new
particle that is consistent
with a higgs boson

| that remains open

we have observed a new
particle that is consistent
with a higgs boson

consistent with a higgs  |_—»|
boson

T we have indeed

we have a discovery
[that is] consistent with a
higgs boson

we have observed a new
particle consistent with a
higgs boson

discovered a particle
consistent with the higgs
boson

|

how the discovery of the
higgs boson could break
physics

consistent with the higgs
boson

Jure Leskovec, ICDM 2012

Mutations of a meme about the Higgs boson particle.




[KDD ‘og]

Finding Mutational Variants

Goal: Find mutational variants of a phrase
Objective:

In @ DAG of approx. phrase inclusion,
delete min total edge weight Nodes are phrases

Edges are inclusions
SUCh that Edges have weights
each component >

has a single “sink”




The Algorithm

Challenge 2: 20TB of datal!

Solution: Incremental phrase clustering

Phrases arrive in a stream

Simultaneously cluster
the graph and attach

new phrases to the graph %
Dynamically remove completed clusters

Overall, it takes 1 server, 60GB memory
and 4 days to process 6B documents



Frequency of Cluster

[WWW ‘13]

Memes over Time

3500 i went to a number of
women's groups and said, this storm is
. ‘can you help us find folks?' dangerous and it's
3000 the evidence shows and they brought us whole  well, governor, we also  critical to follow the
beyond any doubt that binders full of women have fewer horses and  advice of local

bayonets because the = emergency officials.
nature of our military's  if people are told to
changed. we have evacuate, they need

2500 the u.s. postal service
pro cycling team ran the
most sophisticated,

2000 professionalized and _ these things called to do it
successful doping with all due respect, that's a \ aijrcraft carriers, where A
program that sport has bunch of malarkey ... not a planes land on them \

single thing he said was
accurate

EVEr seen

1000

500

10/3 10/5 10/7 10/ 10/11 1013 10/15 10417 10/18  10/21  10/23  10/25 10/27 10/29  10/31

Visualization of 1 month of data from October 2012

Browse all 4 years of data at
http://snap.stanford.edu/nifty

Jure Leskovec, ICDM 2012 50



http://snap.stanford.edu/nifty

[KDD ‘og]
Do blogs lead mass media?

0.18

0.16
0.14
0.12 |
0.1 F
0.08 F
0.06 |
0.04 |
0.02 -

!

Proportion of total volume

[ [ MI _I | [ [ [ I | [ _I | [ [
ainstream media

\;/\ /"gs :

\_

P ‘T\rﬂ_l_“'r———l — —|——_

-12 -9 -6

-3 0 3 6 9 12

Time relative to peak [hours], t

reporting news?

Blogs trail for 2.5h




[KDD ‘'10]

Inferring Diffusion Networks

Challenge 3: Information network is hidden
Goal: Infer the information diffusion network

There is a hidden network, and
We only see times when nodes get “infected”

info: (a,1), (c,2), (b,3), (e,4)
info: (Cll)l (3,4), (b15 ’ (d16)



Inferring Networks

ooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

Process Viruses propagate Recommendations and
through the network influence propagate
We observe We only observe when We only observe when
people get sick people buy products
It’s hidden But NOT who infected But NOT who influenced
them them

Can we infer the underlying network?
Yes, convex optimization problem!

Jure Leskovec, ICDM 2012 53



[KDD ‘'10]

News Diffusion Network

5,000 news sites: .

@ Blogs
@ Mainstream media

Jure Leskovec, ICDM 2012 54



[KDD ‘'10]

News Diffusion Network

Qrap'ﬂ 3three.blogspotagm
@it org Qikiality.com

.smccain.L logspagl.com
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q:rolifeblcgs.cc:m Q-day.bmgspot.com

QISHE*-:’ES.CDI‘I‘I

‘,-Jashingtonpof'..com

@ Blogs
@ Mainstream media

Jure Leskovec, ICDM 2012

Qmericanpowerblc:g.blc:gspo!.!om
.alc:n.cr n

Qemocraticunderh. agiand.com

‘te-:hdln.mm

QI-» Acha_c&evelvethottub.com

osheepleshere.Mggspot.com rwww.techdirt.cgm

%Ie.am

'deadspin.ccm

.orum.dvdtalk.com

.Doxxet.com

ardiali.co.uk Q10|ﬁ=f":,aco.b|ogspot.-::om

rchif/e.salopg@ii
! %heedcontent.co[..

Q‘;izmou p.com

.echchuck.cam
ﬂcystiq.ca N
Q .hekevinpipa com
‘_‘eekingalpha.com ngadget.com

b pple.wowgoldir.com

QEws.cnet.com
& otaku.com

..gizm odo.com

orins macrumorq%plw, o -
= - n



[KDD '12]
Information Diffusion

Observe times when nodes adopt the
information

Potential External

node-to-node
spread Influence

But where
did the first
node find the
information?

How did the
Information

“jump”?

56
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Towards the Model

Model the arrival of

external exposures Neighbors
External using event profile
source
0
%,

Model the prob.
of adoption using
the adoption curve

Jure Leskovec, ICDM 2012



[KDD '12]

Results: Different Topics

k at .
Duration % EXt.
max P(k) max P(k) (hours) Exposures
Politics (25) 0.0007 +/- 0.0001 | 4.59 +/-0.76 [ |51.24 4/- 16.66 | 47.38]+/- 6.12
World (824) 0.0013 +/- 0.0000 I 2.97 H-0.10 3.54 |/-2.94 26.07 +/-1.19
Entertain. (117) 0.0015 +/- 0.0002 | 3.52 +/-0.28 | 89.89 +/-16.13
Sports (24) 0.0010 +/-0.0003 | 4.76 +/-0.83 | 87.85 +/- 38.03
Health (81) 0.0016 +/- 0.0002 | 3.25 +/-0.30 | 100.09 +/- 17.57
Tech. (226) 0.0013 +/-0.0001 [[3.00 +}-0.16 | _83.05 +/- 8.73
Business (298) 0.0015 +/- 0.0001 | 3.18 7-0.16 | [49.61 IH- 514 | 2227 +/-1.79
Science (106) 0.0012 +/- 0.0002 | 4.06 +/- 0.30 | 135.28 +/-16.19 | 20.53 +/-2.78
Travel (16) 0.0005 +/- 0.0001 | 2.33 H-0.29 | 151.73 +/-39.70 | 39.99 +/- 6.60
Art (32) 0.0006 +/- 0.0001 | 5.26 +/- 0.66 | 188.55 +/-48.17 | 27.54 +/- 5.30
Edu. (31) 0.0009 +/- 0.0001 | 3.77 +/-0.51 | 130.53 +/-38.63 | 21.45 +/- 6.40
-§ P
More details: Myers, Zhu, L. : Information diffusion and external . |
Influence in networks, KDD 2012. P2

Jure Leskovec, ICDM 2012

Exposures




Diffusion: Further Questions

Can we recognize fundamental patterns of
human behavior from raw digital traces?
Can such analysis help identify dynamics of
polarization? [adamic, Glance ‘05)

Connections to mutation of information:

How does and in
different parts of the network?

How does in different
parts of the network?



s beyond?

What'

Jure Leskovec, ICDM 2012

Networks

60



What's beyond?

Networks are a natural language
for reasoning about problems spanning
society, technology and information

Jure Leskovec, ICDM 2012 61



Conclusion & Reflections

Only recently has large scale network
data become available
Opportunity for large scale analyses
Benefits of working with massive data

Observe “invisible” patterns
Lots of interesting networks questions

both in CS as well as in general science

Need scalable algorithms & models



Towards the Model of You

Social networks — implicit for millenia —
are being recorded in our information
systems

Software has a complete trace of your
activities — and increasingly knows more
about your behavior than you do

Models based on algorithmic ideas will
be crucial in understanding these
developments



Towards the Model of You

From models of populations to models
of individuals

Distributions over millions of people leave
open several possibilities:

Individual are highly diverse, and the
distribution only appears in aggregate, or

Each individual personally follows (a version of)
the distribution

Recent studies suggests that sometimes the
second option may in fact be true [Barabasi ‘05]

Jure Leskovec, ICDM 2012



Network Data & Code

Research on networks is both algorithmic
and empirical

Need to network data:

Stanford Large Network Dataset Collection
Over 60 large online networks with metadata
http://snap.stanford.edu/data

SNAP: Stanford Network Analysis Platform

A general purpose, high .
performance system for dynamic ® o
network manipulation and analysis !

Can process 1B nodes, 10B edges ‘ SNAP- o
@

http://snap.stanford.edu

Jure Leskovec, ICDM 2012 65


http://snap.stanford.edu/data
http://snap.stanford.edu/data
http://snap.stanford.edu/data
http://snap.stanford.edu/

o THANKS!
b Data + Code:
— http://snap.stanford.edu

Eve Online: Exodus develog

er CCP publisher CCP P 7 5 M y © GameWallpapers.com hosted by JTkngt.com
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