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1 INTRODUCTION

OVER the past decade, deep learning has had a revolu-
tionary impact on a broad range of fields such as

computer vision and image processing, computational pho-
tography, medical imaging and speech and language ana-
lysis and synthesis etc. Deep learning technologies are
estimated to have added billions in business value, created
new markets, and transformed entire industrial segments.
Most of today’s successful deep learning methods such as
Convolutional Neural Networks (CNNs) rely on classical
signal processing models that limit their applicability to
data with underlying Euclidean grid-like structure, e.g.,
images or acoustic signals. Yet, many applications deal with
non-Euclidean (graph- or manifold-structured) data. For
example, in social network analysis the users and their
attributes are generally modeled as signals on the vertices
of graphs. In biology protein-to-protein interactions are
modeled as graphs. In computer vision & graphics 3D
objects are modeled as meshes or point clouds. Further-
more, a graph representation is a very natural way to
describe interactions between objects or signals. The classi-
cal deep learning paradigm on Euclidean domains falls
short in providing appropriate tools for such kind of data.

Until recently, the lack of deep learning models capable of
correctly dealing with non-Euclidean data has been a major
obstacle in these fields. This special section addresses the
need to bring together leading efforts in non-Euclidean
deep learning across all communities.

From the papers that the special received twelve were
selected for publication. The selected papers can naturally
fall in three distinct categories: (a) methodologies that
advance machine learning on data that are represented as
graphs, (b) methodologies that advance machine learning
on manifold-valued data, and (c) applications of machine
learning methodologies on non-Euclidean spaces in com-
puter vision and medical imaging.

1.1 Graph Neural Networks

The paper [1] proposes a novel approach to learning Graph
Neural Networks (GNNs) formulated as a constrained
optimisation under a Lagrangian framework. The model
parameters, as well as the node states are jointly estimated
by the optimisation process which convergence is expressed
by a constraint satisfaction mechanism. The constrained
learning procedure can be applied recursively multiple
time. That way multiple levels of abstraction can be intro-
duced similarly to multi-layer networks.

The main idea of the paper [2] revolves around the prob-
lem of attribute-missing graphs in GNNs. In particular, the
paper proposes a novel distribution matching based GNN
called Structure-Attribute Transformer (SAT) for learning
with attribute-missing graphs. SAT leverages structures
and attributes in a decoupled scheme and achieves the joint
distribution modelling of structures and attributes by distri-
bution matching techniques. Performance of the proposed
methods is assessed on both node attribute completion, as
well as link prediction tasks.

The paper [3] proposes a novel mixed inductive–
transductive learning framework for GNNs. Typically the
parameters of GNNs are computed under a supervised (i.e.,
inductive) learning framework. Nevertheless, due to the
way information flows across the graph, GNNs can also
take advantage of transductive learning (e.g. graph with
“clustered” sets of nodes), using relationships among pat-
terns. The experiments demonstrate some interesting prop-
erties for the proposed mixed model.

The main idea of the paper [4] revolves around the prob-
lemof graph node embedding. Themethod proposed, coined
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PINE, introduces a novel notion of partial permutation
invariant set function, to capture dependencies. PINE can
learn an arbitrary form of the representation function from
the neighborhood, without losing any potential dependence
structures, and automatically decide the significance of
neighbor nodes at different distance for both homogeneous
and heterogeneous graphs. Theoretical guarantees are pro-
vided for general homogeneous and heterogeneous graphs.
Empirical results demonstrate the capability of PINE to pro-
duce node vectors for various learning tasks in both homoge-
neous and heterogeneous graph.

The paper [5] proposes a new method for learning fea-
tures for graph classification problems. The method trans-
forms arbitrary-sized graphs into fixed-sized backtrackless
aligned grid structures and define a new spatial graph con-
volution operation associated with the grid structures. That
way it proposes an alternative to bridge the theoretical gap
between traditional CNN models and spatially-based GNN
models. Experiments on many graph datasets demonstrate
the effectiveness of the proposed model.

1.2 Manifold-valued Networks

The first paper that deals with learning on manifold-valued
data is [6] which proposes a novel theoretical framework
for developing deep neural networks to cope with grids of
manifold-valued data inputs. The novel architecture coined
ManifoldNet define manifold-valued data convolutions
using the weighted Fr�echet Mean (wFM). The hidden layers
of ManifoldNet compute wFMs of their inputs, where the
parameters of the network are to be learned. This ensures
that the data remain manifold-valued as they propagate
through the hidden layers. Analogous to the equivariance
of convolution in Euclidean space to translations, the paper
proves that wFM is equivariant to the action of the group of
isometries admitted by the Riemannian manifold on which
the data reside.

The next paper [7] demonstrates how ideas from stochas-
tics on manifolds and, in particular, horizontal frame bun-
dle flows and non-linear bridge sampling schemes, can be
used in the cases of convolutions with manifold domain,
and convolutions with manifold target. The paper demon-
strates how horizontal flows in the frame bundle provides a
direct way of quantifying the role of curvature in the non-
commutativity of the convolution when using parallel trans-
port along minimizing geodesics. The paper also discusses
numerical implementations and computational aspects of
the algorithms.

The last paper of this category [8] proposes a novel higher
order Volterra convolutional neural network, coined Volter-
raNet, for data defined as samples of functions on Rieman-
nian homogeneous spaces. Analogous to the result for
traditional convolutions, the paper proves that the Volterra
functional convolutions are equivariant to the action of the
isometry group admitted by the Riemannian homogeneous
spaces, and under some restrictions, any non-linear equivar-
iant function can be expressed as our homogeneous space
Volterra convolution, generalizing the non-linear shift equiv-
ariant characterization of Volterra expansions in Euclidean
space. The efficacy of VolterraNets are demonstrated in sev-
eral real data sets and in a variety of applications.

1.3 Computer Vision and Medical
Imaging Applications

The first paper that falls in vision and medical imaging
applications category is [9] which proposes CNN archi-
tectures for omni-directional images. A spherical polyhe-
dron representation is introduced to sample pixels on a
non-Euclidean spherical surface enabling the use of CNN
structures used in conventional Euclidean 2D images. The
proposed method is tested in many tasks including mon-
ocular depth estimation task where it outperforms other
state-of-the-art methods applied on omni-directional
images.

The next paper [10] proposes to use a novel manifold-val-
ued Generative Adversarial Network (GAN) for generating
videos displaying facial expressions. In particular, the pro-
posed GAN generates motion on the hypersphere by learn-
ing the distribution of facial expression dynamics of the
different classes of facial expressions. The experimental
results demonstrate the effectiveness of the approach in
generating realistic videos with continuous motion, realistic
appearance and identity preservation.

The paper [11] proposes a new learnable graph pooling
method for learning from multiple surface-valued data with
applications to brain surface classification tasks. The pro-
posed method introduces an intrinsic aggregation of graph
nodes based on graph spectral embedding. The efficacy of
the proposed method is demonstrated in a battery of tasks
including subject-sex classification, regression of cortical
region sizes and classification of the stages of Alzheimer’s
disease.

The last paper in this category is [12] which tries to
answer an important question: Can “generated” data, i.e.,
sampled from GANs, be used for performing statistical
group difference tests in cases-versus-controls group
analysis on graph measurements. The paper performs
such group difference analysis on representations from
3D brain image volumes such as the cortical thickness
measurements on the cortical surface mesh. The empirical
results demonstrate that (a) GANs may indeed serve as a
useful substitute for real data for testing cases-versus-con-
trols groups and (b) exploiting the geometric nature of the
data is beneficial from both theoretical and practical
perspectives.
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