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Label Propagation Algorithm (LPA) and Graph Convolutional Neural Networks (GCN) are both message pass-
ing algorithms on graphs. Both solve the task of node classification, but LPA propagates node label informa-
tion across the edges of the graph, while GCN propagates and transforms node feature information. However,
while conceptually similar, theoretical relationship between LPA and GCN has not yet been systematically in-
vestigated. Moreover, it is unclear how LPA and GCN can be combined under a unified framework to improve
the performance. Here we study the relationship between LPA and GCN in terms of feature/label influence,
in which we characterize how much the initial feature/label of one node influences the final feature/label
of another node in GCN/LPA. Based on our theoretical analysis, we propose an end-to-end model that com-
bines GCN and LPA. In our unified model, edge weights are learnable, and the LPA serves as regularization
to assist the GCN in learning proper edge weights that lead to improved performance. Our model can also be
seen as learning the weights of edges based on node labels, which is more direct and efficient than existing
feature-based attention models or topology-based diffusion models. In a number of experiments for semi-
supervised node classification and knowledge-graph-aware recommendation, our model shows superiority
over state-of-the-art baselines.
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1 INTRODUCTION

Consider the problem of node classification in a graph, where the goal is to learn a mapping
M V. — L from node set V to label set L. A solution to this problem is widely applicable to
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various scenarios, e.g., inferring income of users in a social network or classifying scientific ar-
ticles in a citation network. Different from a generic machine learning problem where samples
are independent from each other, nodes are connected by edges in the graph, which provide ad-
ditional information and require more delicate modeling. To capture the graph information, re-
searchers have mainly designed models on the assumption that labels/features are correlated over
the edges of th 4e graph. In particular, on the label side L, node labels are propagated and ag-
gregated along edges in the graph, which is known as Label Propagation Algorithm (LPA)
[5, 10, 21, 33, 45, 47, 49]; On the feature side V, node features are propagated along edges and
transformed through neural network layers, which is known as Graph Convolutional Neural
Networks (GCN)! [6, 12, 18, 20, 23, 39, 40].

GCN and LPA are related in that they propagate features and labels on the two sides of the
mapping M, respectively. Prior work [19] has shown the relationship between GCN and LPA in
terms of low-pass graph filtering. However, it is unclear how the discovered relationship benefits
node classification. Specifically, can GCN and LPA be combined to develop a more accurate model
for node classification in graphs? Here we study the theoretical relationship between GCN and
LPA from the viewpoint of feature/label influence, where we quantify how much the initial label
of node v}, influences the output label of node v, in LPA by studying the gradient of node v;, with
respect to node v,, and how much the initial feature of node v}, influences the output feature of
node v, in GCN by studying the Jacobian of node v, with respect to node v,. We also prove the
quantitative relationship between feature influence and label influence by showing that the label
influence of v}, on v, equals the cumulative discounted feature influence of v;, on v, in expectation
(see Theorem 1).

Based on the theoretical analysis, we propose a unified model GCN-LPA for node classification.
We show that the key to improving the performance of GCN is to enable nodes of the same class
to connect more strongly with each other by making edge weights/strengths trainable. Then we
prove that increasing the strength of edges between the nodes of the same class is equivalent to
increasing the accuracy of LPA’s predictions (see Theorem 2). Therefore, we can first learn the
optimal edge weights by minimizing the loss of predictions in LPA, then plug the optimal edge
weights into a GCN to learn node representations. In GCN-LPA, we further combine the above
two steps together and train the whole model in an end-to-end fashion, where the LPA part serves
as regularization to assist the GCN part in learning proper edge weights that benefit the separation
of different node classes.

It is worth noticing that GCN-LPA can also be seen as learning the weights for edges based on
node label information, which requires less handcrafting and is more task-oriented than existing
attention models that learn edge weights based on node feature similarity [22, 31, 32, 44] or diffusion
models that learn adjacency matrix based on graph topology [1, 13, 14, 38].

We conduct extensive experiments in two real-world tasks: semi-supervised node classifica-
tion and knowledge-graph-aware recommendation. Empirical results demonstrate that our unified
model outperforms state-of-the-art methods by a large margin. The experimental results also show
that combining GCN and LPA together is able to learn more informative edge weights thereby lead-
ing to better performance.

Our contribution in this article are listed as follows:

e We systematically study the theoretical relationship between GCN and LPA in terms of fea-
ture/label influence.

IThere are methods in statistical relational learning [25] also using feature propagation/diffusion techniques. In this work,
we focus on GCN, but the analysis and the proposed model can be easily generalized to other feature diffusion methods.
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e Based on the theoretical analysis, we propose an end-to-end model that combines GCN and
LPA together under a unified framework.

e We conduct extensive experiments on real-world graphs, and the results demonstrate the
efficacy of our proposed model in graph-related tasks.

2 PROBLEM FORMULATION AND PRELIMINARIES
In this section, we first formulate the problem then briefly introduce LPA and GCN.

2.1 Problem Formulation

Consider a graph G = (V, A, X, Y), in which V = {vy,...,v,} is the set of nodes, A € R™" is the
adjacency matrix, X is the feature matrix of nodes, and Y is labels of nodes. a;; (the ijth entry of
A) is the weight of the edge connecting v; and v;. N(v) denotes the set of first-order neighbors of
node v in graph G. Each node v; has a feature vector x;, which is the ith row of X, while only the
first m nodes (m < n) have labels yy, . .., y;, from a label set L = {1,...,c}. The goal is to learn a
mapping M : V — L and predict labels of unlabeled nodes.

2.2 Label Propagation Algorithm

LPA [49] assumes that two connected nodes are likely to have the same label, and thus it propagates
ik), e y,(,,k)]T € R™¢ be the soft label matrix in
iteration k > 0, in which the ith row yl(.k)T denotes the predicted label distribution for node v; in

iteration k. When k = 0, the initial label matrix Y = [yio), ceey yﬁf’)]T consists of one-hot label

labels iteratively along the edges. Let Y0 = [y

indicator vectors ygo) fori=1,...,m(ie., labeled nodes) or zero vectors otherwise (i.e., unlabeled
nodes). Then LPA in iteration k is formulated as the following two steps:

ylk+) = Ay, (1)

yl(.kH) = ygo)’ Vi<m. (2)

In the above equations, A is the normalized adjacency matrix, which can be the random walk
transition matrix AW = D7!A or the symmetric transition matrix Asym = D_%AD_%, where D
is the diagonal degree matrix for A with entries d;; = }}; a;;. Without loss of generality, we use
A = A,,, in this work. In Equation (1), all nodes propagate labels to their neighbors according to
normalized edge weights. Then, in Equation (2), labels of all labeled nodes are reset to their initial
values, because LPA wants to persist labels of nodes that are labeled, so that unlabeled nodes do
not overpower the labeled ones as the initial labels would otherwise fade away.

2.3 Graph Convolutional Neural Networks

GCN [12] is a multi-layer feedforward neural network that propagates and transforms node fea-
tures across the graph. The feature propagation scheme of GCN in layer k is as follows:

X*D = (A B Wk, 3)
where W) is trainable weight matrix in the kth layer, o(-) is an activation function, and X (k) =
[xik), R x,(1k)]T are the kth layer node representations with X(© = X. By setting the dimension

of the last layer to the number of classes c, the last layer can be seen as (unnormalized) label
distribution predicted for a given node. The whole model can thus be optimized by minimizing
the discrepancy between predicted node label distributions and ground-truth labels Y.

Notice similarity between Equations (1) and (3). Next we shall study and uncover the relationship
between the two equations.
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3 FEATURE INFLUENCE AND LABEL INFLUENCE

Consider two nodes v, and v}, in a graph. Inspired by Reference [15] and Reference [40], we study
the relationship between GCN and LPA in terms of influence, i.e., how the output feature/label
of v, will change if the initial feature/label of v}, is varied slightly. Technically, the feature/label
influence is measured by the Jacobian/gradient of the output feature/label of v, with respect to
the initial feature/label of v;,. Denote x(ak) as the kth layer representation vector of v, in GCN, and
xp as the initial feature vector of v,. We quantify the feature influence of v}, on v, as follows:

Definition 1 (Feature Influence). The feature influence of node v, on node v, after k layers of
GCN is the L1-norm of the expected Jacobian matrix 6x£1k) [0Xyp:

ax)
I Lo k) = |Buwo | ——1|| 4
£ (Va, Vps k) WO | G 1 (4)
where the expectation is taken on transformation matrices w© . w1 The normalized fea-
ture influence is then defined as
. Ir(vg, vps k)
I (vas 03 k) = =—— (5)

Yorev Ir(va, visk)”
We also consider the label influence of node v, on node v, in LPA (this implies that v, is unla-
beled and vy, is labeled). Since different label dimensions of yg') do not interact with each other in

LPA, we assume that all y; and ygl) are scalars within range [0, 1] (i.e., this is a binary classification
task) for simplicity. Label influence is defined as follows:

Definition 2 (Label Influence). The label influence of labeled node v, on unlabeled node v, after
k iterations of LPA is the gradient of yék) with respect to yp:

(k)

0
(V0 05ik) = . ©)
Yp

The following theorem shows the relationship between feature influence and label influence:

THEOREM 1 (RELATIONSHIP BETWEEN LABEL INFLUENCE AND FEATURE INFLUENCE). Assume the
activation function used in GCN is ReLU (x) = max(x,0). Denote v, as an unlabeled node, vy as a
labeled node, and f as the fraction of unlabeled nodes. Then the label influence of v, on v, after k
iterations of LPA equals, in expectation, to the cumulative normalized feature influence of vy, on v,
after k layers of GCN:

k
By [0 063 K)] = " Bl (vas 035 1)- @)
=1
Proof of Theorem 1 is in Appendix A. Intuitively, Theorem 1 shows that if v, has high label
influence on v,, then the initial feature vector of v, will also affect the output feature vector of v, to
a large extent. Theorem 1 provides the theoretical guideline for designing our unified model in the
next section.

4 THE UNIFIED MODEL: GCN-LPA

Before introducing the proposed model, we rethink the GCN method and see what an ideal set of
node representations should be like. Since we aim to classify nodes, the perfect node representation
would be such that nodes with the same label are embedded closely together, which would give a
large separation between different classes. Intuitively, the key to achieve this goal is to enable nodes
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within the same class to connect more strongly with each other, so that they are pushed together
by GCN (more discussion is presented in Section 5). We can therefore make edge strengths/weights
trainable, then learn to increase the intra-class feature influence:

D D Iwaw) (8)

iel YaYpi
Ya=i,yp=i

(L is the label set) by adjusting edge weights. However, this requires operating on Jacobian ma-
trices with the size of d© x d®) (d® and d'®) are the dimensions of input and output in GCN,
respectively), which is impractical if initial node features are high dimensional. Fortunately, we
can turn to optimizing the intra-class label influence instead, i.e.,

Z Z I[(’Ua, ’Ub), (9)

ieL Ya-Yp:
Ya=i,yp=i

according to Theorem 1. Note that

Z Z Il(va,vb)=z Z I}(vg, vp). (10)

ieL  va:0p: Ve b
Ya=i,yp=1i Yp=Y

We further show, by the following theorem, that the term 3., ., -, [i(va, vp) (the total intra-class

label influence on a given node v,) is proportional to the probability that v, is classified correctly
by LPA:

THEOREM 2 (RELATIONSHIP BETWEEN LABEL INFLUENCE AND LPA’s PrEDICTION). Consider a
given node v, and its label y,. If we treat node v, as unlabeled, then the total label influence of
nodes with label y, on node v, is proportional to the probability that node v, is classified as y, by
LPA:

D, I@avpik) «Pr (3 = ya). (1)

Ub:Yp=Ya
where gff’“ is the predicted label of v, using a k-iteration LPA.

Proof of Theorem 2 is in Appendix B. Theorem 2 indicates that, if edge weights {a;;} maximize
the probability that v, is correctly classified by LPA, then they also maximize the intra-class label
influence on node v,. We can therefore first learn the optimal edge weights A* by minimizing the
loss of predicted labels by LPA:?

. . o1 .
A" = argmin L;,,(A) = arg min ~ g J (yipa,ya) , (12)
A A

vVgia<m

where J is the cross-entropy loss and ﬁlap “ and y, are the predicted label distribution of v, using LPA
and the true one-hot label of v,, respectively. a < m means v, is labeled. The optimal A* maximizes
the probability that each node is correctly labeled by LPA (according to the definition of A* in
Equation (12)), thus also maximizes the intra-class label influence (according to Theorem 2) and
intra-class feature influence (according to Theorem 1). Since A* increases the connection strength
of nodes within each class (according to Definition 1), it is expected to improve the performance
of GCN compared with the original adjacency matrix A. Therefore, we can plug A* into GCN to
predict labels:

X*ED = g (AaxPw®), k=01,... . K-1. (13)

2Here the optimal edge weights A* share the same topology as the original graph G, i.e., we do not add or remove edges
from G but only learning the weights of existing edges. See the end of this section for more discussion.
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We use 72", the ath row of XX, to denote the predicted label distribution of v, using the GCN
specified in Equation (13). Then the optimal transformation matrices in the GCN can be learned
by minimizing the loss of predicted labels by GCN:

1
w* = in Lo, (W,A") = in — TAMTH 14
argurlnm gen( ) al’gmr/nlnm Z J (ya y) (14)

vg:a<m

It is more elegant (and empirically better) to combine the above two steps together into a multi-
objective optimization problem and train the whole model in an end-to-end fashion:

W, A" = argmin Lgcn (W, A) + ALjpa(A), (15)
W,A

where A is the balancing hyper-parameter. In this way, L;,,(A) serves as a regularization term
that assists the learning of edge weights A, since it is hard for GCN to learn both W and A simul-
taneously due to overfitting. The proposed GCN-LPA approach can also be seen as learning the
importance of edges that can be used to reconstruct node labels accurately by LPA, then transfer-
ring this knowledge from label space to feature space for GCN.

It is also worth noticing how the optimal A* is configured. The principle here is that we do
not modify the basic structure of the original graph (i.e., not adding or removing edges) but only
adjusting weights of existing edges. This is equivalent to learning a positive mask matrix M for
the adjacency matrix A and taking the Hadamard product M o A = A*. In general, we have two
options to design the mask matrix M:

e Each element M;; can be set as a free variable during training. This applies to the case where
no node feature or edge feature is available. However, the drawbacks of this option are that, it
can only work in transductive setting while the trained model (learned edge weights) cannot
be used for new graphs, and the model may be extremely large for large graphs, since the
number of model parameters increases linearly with the number of edges.

Each element M;; can be set as a function of features of two endpoints and/or the edge, for
example, M;; = K(X;I—HX 7), where H is a learnable kernel matrix for measuring node feature
similarity and k(-) is a mapping from R to R* such as softplus or softmax, or M;; = k(h"x;;)
where h is a trainable vector to transform edge features to weights. In this way, the model
does not use any node or edge identity, and the learned H or h can be applied to new graphs
in inductive settings. Moreover, the model size is also independent with the graph size.

In our experiments, we use the first option in semi-supervised node classification task (Sec-
tion 6.1) and the second option in knowledge-graph-aware recommendation task (Section 6.2).

5 ANALYSIS OF GCN-LPA MODEL BEHAVIOR

In this section, we show benefits of our unified model compared with GCN by analyzing properties
of embeddings produced by the two models. We first analyze the update rule of GCN for node v;,

X§k+1) = O'( Z d,-jx](.k)W(k)), (16)
‘UjEN(Ui)

where d;; = a;j/d;; is the normalized weight of edge (j, i). This formula can be decomposed into
the following two steps:

ACM Transactions on Information Systems, Vol. 40, No. 4, Article 73. Publication date: November 2021.



Combining Graph Convolutional Neural Networks and Label Propagation 73:7

e In aggregation step, we calculate the aggregated representation hgk) of all neighborhoods
N('Ui)l
k ~ k
hE ) = Z ainj(. ) (17)
’UjEN(’Ul‘)

e In transformation step, the aggregated representation hgk) is mapped to a new space by a
transformation matrix and nonlinear function:

x*V = o (WP w®). (18)

We show by the following theorem that the aggregation step reduces the overall distance in the
embedding space between the nodes that are connected in the graph:

THEOREM 3 (SHRINKING PROPERTY IN GCN). If we define

D(x) = % Z i

Vi,V

|Xi —Xj”j (19)

as a distance metric over node embeddings x, then we have
D (h®) <D (x®)). (20)

Proof of Theorem 3 is in Appendix C. Theorem 3 indicates that the overall distance among con-
nected nodes is reduced after taking one aggregation step, which implies that connected components
in the graph “shrink” and nodes within each connected component get closer to each other in the
embedding space. In an ideal case where edges only connect nodes with the same label, the aggre-
gation step will push nodes within the same class together, which greatly benefits the transforma-
tion step that acts like using a hyperplane W) for classification. However, two connected nodes
may have different labels. These “noisy” edges will impede the formation of clusters and make the
inter-class boundary less clear.

Fortunately, in GCN-LPA, edge weights are learned by minimizing the difference between
ground-truth labels and predicted labels using LPA. As we know that LPA predicts the label of
a given node by propagating and aggregating the labels of nearby nodes to the given node. There-
fore, to force the predicted label of a node to approach its ground truth, our model will learn to
increase the weight/bandwidth of possible paths that connect the given node and its nearby nodes
with the same label, so that their labels can “flow” easily along these paths to the given node (the
given node’s own label is masked when predicting itself, so the model cannot learn to “cheat” by
increasing the weight of the self-loop edge). In this way, GCN-LPA is able to identify potential
intra-class edges. Note that labeled nodes and unlabeled nodes are usually mixed in a graph, so
the intra-class paths between labeled nodes will also connect many unlabeled nodes (see Figure 1
for an illustrating example). Increasing the weight of these intra-class paths can therefore assist
learning clustering structures for both labeled and unlabeled nodes, and improve the classification
accuracy for unlabeled nodes.

To empirically justify our claim, we apply a two-layer untrained GCN with randomly initialized
transformation matrices to a subgraph of Cora dataset (see Section 6.1.1 for detailed description
on Cora), which contains randomly selected 50 nodes with label 0 and randomly selected 50 nodes
with label 1, as well as all edges between these nodes (grey lines). We then increase the weights
of intra-class edges by 10 times to simulate GCN-LPA. The initial node features are set as default
in Cora. We find that GCN works well on this network (Figure 2(a)), but GCN-LPA performs even
better than GCN, because the node embeddings are almost linearly separable as shown in Fig-
ure 2(b). To further justify our claim, we randomly add 50 “noisy” inter-class edges to the original
network, from which we observe that GCN is misled by noise and mixes nodes of two classes
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(a) A graph with two classes of (b) Potential intra-class edges
nodes (bold links)

Fig. 1. A graph with two classes of nodes, while white nodes are unlabeled (Figure 1(a)). To classify nodes,
our model will increase the connecting strength among nodes within the same class, thereby increasing their
feature/label influence on each other. In this way, our model is able to identify potential intra-class edges
(bold links in Figure 1(b)) and strengthen their weights.

(c) GCN on the noisy network (d) GCN-LPA on the noisy network

Fig. 2. Node embeddings of a subgraph of Cora trained on a node classification task (red vs. blue). Node
coordinates in Figures 2(a)-2(d) are the embedding coordinates. Notice that GCN does not produce linearly
separable embeddings (Figure 2(a) vs. Figure 2(b)), while GCN-LPA performs much better even in the presence
of noisy edges (Figure 2(c) vs. Figure 2(d)). Additional visualizations are included in Appendix D.

together (Figure 2(c)), but GCN-LPA still distinguishes the two clusters (Figure 2(d)), because it is
better at “denoising” undesirable edges based on the supervised signal of labels.

It is worth noticing that the above analysis only works for homophilic graphs, i.e., two con-
nected nodes are likely to have the same label. However, some real-world graphs do not satisfy
the homophily property, (e.g., airline graphs where nodes are airports and edges are airlines),
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Table 1. Statistics for All Datasets in Node Classification Task

Cora Citeseer Pubmed Coauthor-CS Coauthor-Phy
# nodes 2,708 3,327 19,717 18,333 34,493
# edges 5,278 4,552 44,324 81,894 247,962
# classes 7 6 3 15 5
dimension of features | 1,433 3,703 500 6,805 8,415
Intra-class edge rate | 81.0%  73.6% 80.2% 80.8% 93.1%
Labeled node rate 5.2% 3.6% 0.3% 1.6% 0.3%

which makes our model inapplicable to these graphs. The exploration of applying GCN-LPA to
non-homophilic graphs is left as future work.

6 EXPERIMENTS

We evaluate our model and present its performance in two tasks: semi-supervised node clas-
sification and knowledge-graph-aware recommendation. The code of GCN-LPA is available at
https://github.com/hwwang55/GCN-LPA.

6.1 Semi-Supervised Node Classification

6.1.1 Datasets. We use the following five datasets in our experiments. Cora, Citeseer, and
Pubmed [27] are citation networks, where nodes correspond to documents, edges correspond to
citation links, and each node has a sparse bag-of-words feature vector as well as a class label. We
also use two co-authorship networks [28], Coauthor-CS and Coauthor-Phy, where nodes are au-
thors and an edge indicates that two authors co-authored a paper. Node features represent paper
keywords for each author’s papers, and class labels indicate most active fields of study for each
author.

Statistics of the five datasets are shown in Table 1. We also calculate the intra-class edge rate
(the fraction of edges that connect two nodes within the same class), which is significantly higher
than inter-class edge rate in all networks. The finding supports our claim in Section 5 that node
classification benefits from intra-class edges in a graph.

6.1.2 Baselines. We compare against the following baselines in our experiments. Logistic Re-
gression is feature-based methods that do not consider the graph structure. We set solver = ‘Ibfgs’
for LR in the Python sklearn package. LPA [49], however, only consider the graph structure and
ignore node features. We set the iteration of LPA as 20. We also compare with several GNNs: GCN
[12], Graph Attention Network (GAT), Jumping Knowledge Network (JK-Net) [40], Graph Isomor-
phism Network (GIN) [39], and Graph Diffusion Convolution (GDC) [14] (with GCN as the base
model). There hyper-parameter settings are set as default in their original open-source codes. In
addition, we propose three variants that also combines GCN and LPA: GCN-LPA(T), which learns
the optimal adjacency matrix A by minimizing L;,, first, then freezes A and optimizes W by min-
imizing Lgcn; GCN-LPA(S), which simultaneously optimizes A and W as in Equation (15), but the
gradient of A only propagates back from L;,,; GCN+LPA, which simply adds predictions of GCN
and LPA together.

6.1.3 Experimental Setup. Our experiments focus on the transductive setting where we only
know labels of part of nodes but have access to the entire graph as well as features of all nodes.’

30ur method can be easily generalized to inductive setting if implemented using minibatch training like GraphSAGE [6].
To accommodate to this change, edge weights should be designed as a function of features of two endpoints, and the
neighborhood should be sampled based on the (normalized) edge weights.
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Table 2. Hyper-parameter Settings for All Datasets in Node Classification Task

Cora  Citeseer Pubmed Coauthor-CS Coauthor-Phy
Dimension of hidden layers 32 16 32 32 32
# GCN layers 5 2 2 2 2
# LPA iterations 5 5 1 2 3
LPA weight (1) 10 1 1 2 1
L2 weight 1x107* 5x107* 2x107* 1x107* 1x107*
Dropout rate 0.2 0 0 0.2 0.2
Learning rate 0.05 0.2 0.1 0.1 0.05

We randomly sample 20 nodes per class as training set, 50 nodes per class as validation set, and the
remaining nodes as test set. The weight of each edge is treated as a free variable during training. We
train our model for 200 epochs using Adam [11] and report the test set accuracy when validation
set accuracy is maximized. Each experiment is repeated 10 times, and we report the mean and the
95% confidence interval. We initialize weights according to Reference [4] and row-normalize input
features. During training, we apply L2 regularization to the transformation matrices and use the
dropout technique [30].

The detailed hyper-parameter settings of GCN-LPA on all datasets are listed in Table 2. In GCN-
LPA, we set the dimension of all hidden layers as the same. Note that the number of GCN layers
and the number of LPA iterations can actually be different, since GCN and LPA are implemented
as two independent modules. We use grid search to determine hyper-parameters on Cora, and
fine-tune the hyper-parameters on other datasets, i.e., varying one hyper-parameter per time to
see if the performance can be further improved. The search spaces for all hyper-parameters are
listed follows:

e Dimension of hidden layers: {8, 16, 32};

e # GCN layers: {1, 2,3,4,5,6};

e # LPA iterations: {1,2,3,4,5,6,7,8,9};

e LPA weight (4): {0, 1, 2,5, 10, 15, 20};

e L2 weight: {1077,2x 1077,5x1077,107,2%x 107%,5x 107°,107°,2 X 1075,5 X 107>, 107%,2 x
1074,5x 1074, 1073};

e Dropout rate: {0,0.1,0.2,0.3,0.4,0.5};

e Learning rate: {0.01,0.02,0.05,0.1,0.2,0.5}.

6.1.4 Comparison with Baselines. The results of node classification are summarized in Table 3.
Table 3 indicates that only using node features (Logistic Regression) or graph structure (LPA) will
lead to information loss and cannot fully exploit datasets. The results demonstrate that our pro-
posed GCN-LPA model surpasses state-of-the-art GNN baselines. We are able to improve upon
the best baseline by 0.8%, 1.0%, 0.8, and 1.6% on Citeseer, Pubmed, Coauthor-CS, and Coauthor-
Phy, respectively (all percentages are absolute gains). We notice that GDC is a strong baseline on
Cora, but it does not perform consistently well on other datasets. In addition, regarding the three
variants of our method: GCN+LPA does not perform well, since it utilizes the prediction of LPA di-
rectly, making its performance limited by LPA; GCN-LPA(T) also performs worse than GCN-LPA,
which is probably due to the reason that learning the optimal adjacency matrix first will make the
edge weights prone to overfitting the training node labels; GCN-LPA(S) achieves almost the same
performance as GCN-LPA. But we observe that it takes more time for GCN-LPA(S) to converge
compared with GCN-LPA, since the adjacency matrix is updated based only on the signal from
Lipa without Lgcp.
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Table 3. Mean and the 95% Confidence Intervals of Test Set Accuracy for All Methods and Datasets
in Node Classification Task

Method Cora Citeseer =~ Pubmed Coauthor-CS Coauthor-Phy
Logistic Regression | 57.0 + 1.6 61.2+ 1.5 64.0+23 86.1 £0.8 86.7+ 1.3
LPA 744 +20 675+13 70.6=+34 73.8 £ 1.4 86.2 £ 1.5
GCN 81408 718+13 77.6+20 90.9 £ 0.5 923 +£09
GAT 80.8+1.2 713+14 768+1.6 90.4 + 0.5 92.2+0.7
JK-Net 81.1+x12 703x10 774%0.5 90.3+0.3 90.8 = 0.6
GIN 742+09 605+11 733+1.0 842+ 1.1 87.1+0.9
GDC 83.2+08 720+09 77.8+07 91.1+06 92.1 + 0.4
GCN-LPA(T) | 82.6 0.7 724+07 782+10 915+05 931+ 0.7
GCN-LPA(S) 829408 724+09 78409 91.8+04 93.4+0.8
GCN+LPA 783+05 699+11 74006 84.4+0.8 89.9 £ 0.7
GCN-LPA 83.1+0.7 72.6+08 78.6=+13 91.8 +04 93.6 +1.0

The best result is highlighted in bold, while the result falling within the confidence interval of the highest one is
highlighted with underline.
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6.1.5 Efficacy of LPA Regularization. We investigate the influence of the number of LPA itera-
tions and the training weight of LPA loss term A on the performance of classification. The results on
Citeseer dataset are plotted in Figures 3 and 4, respectively, where each line corresponds to a given
number of GCN layers in GCN-LPA. From Figure 3 we observe that the performance is boosted
at first when the number of LPA iterations increases, then the accuracy stops increasing and de-
creases, since a large number of LPA iterations will include more noisy nodes. Figure 4 shows that
training without the LPA loss term (i.e., A = 0) is more difficult than the case where A = 1-5, which
justifies our aforementioned claim that it is hard for the GCN part to learn both transformation
matrices W and edge weights A simultaneously without the assistance of LPA regularization.

6.1.6 Influence of Labeled Node Rate. To study the influence of labeled node rate on the
performance of our model, we vary the ratio of labeled node rate on Citeseer from 2% to 60% while
keeping the validation and test set fixed, and report the result in Table 4 (note that we do not
deliberately keep the labels balanced for each label category to investigate the model performance
in (possible) label-unbalanced settings). From Table 4 we observe that GCN-LPA outperforms
GCN and LPA consistently, and the improvement achieved by GCN-LPA increases when labeled
node rate is larger (from 0.6% to 2.1% compared with GCN). This is because GCN-LPA requires
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Table 4. Accuracy of LPA, GCN, and GCN-LPA on Citeseer Dataset with Different Labeled Node Rate

Labeled node rate 2% 5% 10% 20% 40% 60%
LPA 65.0+11 67715 682+10 705+x14 71.6+x13 739+08
GCN 69.6+09 721+12 724+10 744+06 75705 79.1+£08

GCN-LPA 70.2+07 727+10 733+08 753+11 77.3+08 809+1.0
’ .. w Y ] mm GON-LPA
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Fig. 5. Visualization of learned Fig. 6. Training time per epoch of GCN-
edge weights on Coauthor-CS LPA and GCN on random graphs.

dataset. The numbers along axes
denote different node labels.

node labels to calculate edge weights. Therefore, a larger labeled node rate will provide more
information for identifying noisy edges.

6.1.7 Visualization of Learned Edge Weights. To intuitively understand what our model learns
about edge weights, we split nodes in Coauthor-CS dataset into 15 groups according to their labels,
and calculate the average weights of edges connecting every pair of node groups as well as the
average weights of edges within every group. The results are shown in Figure 5, where darker
color indicates higher average weights of edges. It is clear that values along the diagonal (intra-
class edges weights) are significantly larger than off-diagonal values (inter-class edge weights)
in general, which demonstrates that GCN-LPA is able to identify the importance of edges and
distinguish inter-class and intra-class edges. The visualization results are similar for other datasets.

6.1.8 Time Complexity. We study the training time of GCN-LPA on random graphs. We use
the one-hot identity vector as feature and [0, 0] as label for each node. The size of training set
and validation set is 100 and 200, respectively, while the rest is test set. The average number of
neighbors for each node is 5, and the number of nodes is varied from one thousand to one million.
We run GCN-LPA and GCN for 100 epochs on a Microsoft Azure virtual machine with 1 NVIDIA
Tesla M60 GPU, 12 Intel Xeon CPUs (E5-2690 v3 @2.60 GHz), and 128 GB of RAM, using the
same hyper-parameter setting as in Cora. The training time per epoch of GCN-LPA and GCN is
presented in Figure 6. Our result shows that GCN-LPA requires only 9.2% extra training time on
average compared to GCN.

Here we also provide theoretical analysis on time complexity. We first analyze the time com-
plexity of GCN. Suppose that the graph has N nodes and E edges. For a given GCN layer, the input
embedding dimension is D; and the output embedding dimension is D,. Therefore, the size of the
three matrices A, X®), W®) in Equation (3) is N X N, N X D;, and D; X D,, respectively. The
complexity of multiplying them together and applying a nonlinear function is N2D; + ND;D, and
ND,, respectively. The total complexity of one GCN layer is therefore N2D; + ND;D, + ND,,. For
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Fig. 7. Left: An instance of movie knowledge graph and the rating history of user Alice in recommender
systems. Middle: The symbolized knowledge graph and user history. Right: Transforming the knowledge
graph into a weighted graph, in which the weight of edge with relation r is u'r, where u and r are the
trainable embeddings for user u and relation r, respectively. Nodes that user u likes are assigned with label 1
and nodes that user u dislikes are assigned with label 0. In this way, the KG-aware recommendation problem
is transformed to a binary node classification problem.

GCN-LPA, the time complexity of one GCN-LPA layer contains an addition term for LPA, which is
N2C + MC according to Equations (1) and (2), where C and M are the dimension of labels and the
number of labeled nodes, respectively. Therefore, the ratio of additional time cost of GCN-LPA com-
pared with GCN is (N2C + MC)/(N?D; + ND;D, + ND,). Considering that the adjacency matrix
is usually implemented as sparse matrix in practice, we replace N? with E in the above equation,
which is now (EC + MC)/(ED; + ND;D, + ND,) = (£C + ¥C)/(£D; + D;D, + D,) (by elimi-
nating N) = (%C+ %C)/(%Di +D;D,+D,) (d is the average node degree) ~ %C/(%Di +D;D,+D,)
(because the labeled node rate M/N < 1). Note that d and C are usually much smaller than D;
and D,, therefore, the additional time cost of LPA term is negligible in practice.

One possible limitation of this experiment is that, for fair comparison, we implement the GCN
layers and the LPA term by ourselves using Tensorflow, but note that there may exist other GNN
implementation that is specially optimized (e.g., Pytorch Geometric) and runs much faster than
our implementation. This could be solved by applying the same optimization strategy to the im-
plementation of the LPA regularization.

6.2 Knowledge-Graph-Aware Recommendation

Knowledge graphs (KGs) are a special type of graphs where nodes denote entities and edges
denote relations among entities (see the left part of Figure 7 for an example). In many recommen-
dation scenarios, items in recommender systems are also nodes in knowledge graphs. Therefore,
knowledge graphs provide additional information about item-item relationship, which can be used
to improve the performance of recommender systems. A typical KG-aware recommendation prob-
lem can be described as follows: Given a user set U and an item set I, we have some observed
user-item interaction data {(u, i)},cv, ;er. In addition, suppose we also have a knowledge graph
G = {(h,r,t)} available, where h and t are two entities, and r is the relation between the two en-
tities. Note that items are also nodes in KGs, i.e., I C V where V is the set of KG nodes (entities).
Our goal is to predict the potential subset of items that a particular user u may interact with.

The above problem can actually be seen as a binary node classification task: For a particular
user, we only know labels of a part of nodes (items) in the KG, and the goal is to predict labels of
remaining nodes (items) (see the right part of Figure 7 for an example). It is also worth noticing
that our proposed GCN-LPA perfectly fits this problem, because a KG has no explicit edge weights
and they need to be learned.
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Table 5. Statistics for All Datasets in Recommendation Task

MovieLens-20M  Book-Crossing LastFM Dianping-Food
# users 138,159 19,676 1,872 2,298,698
# items 16,954 20,003 3,846 1,362
# interactions 13,501,622 172,576 42,346 23,416,418
# entities 102,569 25,787 9,366 28,115
# relations 32 18 60 7
# KG triples 499,474 60,787 15,518 160,519

To apply GCN-LPA to KG-aware recommendation problem, we first use GCN to propagate node
features across the KG. Then the node labels can be calculated as o (u'i), where u is the embedding
of user u and i is the final representation of node (item) i output by the GCN. We also use LPA
to propagate node labels across the KG, which serves as a regularization term to help learn edge
weights. Here the weight of an edge is designed as u'r, where u is the embedding of user u and
r is the embedding of the relation of this edge. The reason of such design is due to the fact that
different users may care about different aspects of movies (e.g., some users care more about genre
of movies while other users care more about their leading actors), so the edge weight u'r is able
to characterize personal preference of users.

6.2.1 Datasets. We utilize the following four datasets in our experiments for movie, book, mu-
sic, and restaurant recommendations, respectively. MovieLens-20M is a widely used benchmark
dataset in movie recommendations, which consists of approximately twenty million explicit rat-
ings (ranging from 1 to 5) on the MovieLens website. Book-Crossing contains one million ratings
(ranging from 0 to 10) of books in the Book-Crossing community. Last.FM contains musician lis-
tening information from a set of two thousand users from Last.fm online music system. Dianping-
Food contains over ten million interactions (including clicking, buying, and adding to favorites)
between approximately two million users and one thousand restaurants.

The statistics for all datasets are shown in Table 5.

6.2.2 Baselines. We compare our model with the following baselines for recommender systems,
in which the first two baselines are KG-free while the rest are KG-aware methods. SVD [17] is a
classic CF-based model using inner product to model user-item interactions. We use the unbiased
version (i.e., the predicted engaging probability is modeled as y,,, = u'v). The dimension and
learning rate for the four datasets are set as: d = 8, n = 0.5 for MovieLens-20M, Book-Crossing;
d = 8,1 =0.1for LastFM; d = 32, n = 0.1 for Dianping-Food. LibFM [24] is a widely used feature-
based factorization model for click-through rate (CTR) prediction. We concatenate user ID and
item ID as input for LibFM. The dimension is set as {1, 1, 8} and the number of training epochs is
50 for all datasets. LibFM + TransE extends LibFM by attaching an entity representation learned
by TransE [2] to each user-item pair. The dimension of TransE is 32 for all datasets. PER [42] is a
representative of path-based methods, which treats the KG as heterogeneous information networks
and extracts meta-path-based features to represent the connectivity between users and items. The
settings of dimension and learning rate are the same as SVD. CKE [43] is a representative of
embedding-based methods, which combines CF with structural, textual, and visual knowledge in
a unified framework. We implement CKE as CF plus a structural knowledge module in this article.
The dimension of embedding for the four datasets are 64, 128, 64, 64. The training weight for
KG part is 0.1 for all datasets. The learning rate are the same as in SVD. RippleNet [34] is a
representative of hybrid methods, which is a memory-network-like [37] approach that propagates
users’ preferences on the KG for recommendation. The hyper-parameter settings for RippleNet
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Table 6. Hyper-parameter Settings for the Four Datasets in Recommendation Task

MovieLens-20M  Book-Crossing  LastFM  Dianping-Food
Hidden layer dim. 32 64 16 8
# GCN layers 1 2 1 2
# LPA iterations 1 2 1 2
LPA weight (1) 1.0 0.5 0.1 0.5
L2 weight 1077 2x107° 1074 1077
Learning rate 2% 1072 2x107* 5% 107* 2x 1072

are as follows: d = 8, H = 2, ; = 107%, A, = 0.01, 5 = 0.01 for MovieLens-20M; d = 16, H = 3,
AL =107, 4, = 0.02, 5 = 0.005 for LastFM; d = 32, H = 2, A; = 1077, A; = 0.02, n = 0.01 for
Dianping-Food. KGIN [36] models user intents as an attentive combination of knowledge graph
relations, and encourages the independence of different intents for better model capability and
interpretability. We set the learning rate to 1077, the embedding size to 64, the number of layers
to 3, the number of user intents to 4, the coefficient of independence modeling to 107, and the
coefficient of L2 regularization to 107>,

6.2.3 Experimental Setup. Hyper-parameter settings for the four datasets are given in Table 6,
which are determined by optimizing Recall@10 on a validation set. The search spaces for hyper-
parameters are as follows:

e Dimension of hidden layers: {4, 8, 16, 32, 64, 128};

e # GCN layers: {1, 2, 3,4};

e # LPA iterations: {1, 2, 3, 4};

e LPA weight (1): {0,0.01,0.1,0.5,1,5};

o L2 weight: {107%,1078,1077,2 x 1077,5 x 1077,107%,2 x 107%,5 x 107%,107°,2 X 107>,
5x 10,1074, 2 x 10745 x 1074, 1073);

e Learning rate: {107°,2x 10,5 x 107>,107%,2x 107,5x 1074,107%,2 x 1073,5 x 1073, 1072,
2 x 107%,5 x 1072, 107},

For each dataset, the ratio of training, validation, and test set is 6 : 2 : 2. Each experiment is
repeated 10 times, and the average performance is reported. All trainable parameters are optimized
by Adam algorithm.

6.24 Comparison with Baselines. We evaluate our method in two experiment scenarios: (1) In
top-K recommendation, we use the trained model to select K items with highest predicted click
probability for each user in the test set, and choose Recall @K to evaluate the recommended sets.
(2) In CTR prediction, we apply the trained model to predict each piece of user-item pair in the test
set (including positive items and randomly selected negative items). We use AUC as the evaluation
metric in CTR prediction.

The results of top-K recommendation and CTR prediction are presented in Tables 7 to 11, which
show that GCN-LPA outperforms baselines by a significant margin. For example, the AUC of GCN-
LPA surpasses the best baseline method by 1.3%, 1.7%, 1.5%, and 1.1% in MovieLens-20M, Book-
Crossing, Last.FM, and Dianping-Food datasets, respectively (all percentages are absolute gains).

We also show daily performance of GCN-LPA and baselines on Dianping-Food to investigate
performance stability. Figure 8 shows their AUC score from September 1, 2018 to September 30,
2018. We notice that the curve of GCN-LPA is consistently above baselines over the test period;
Moreover, the performance of GCN-LPA is also with low variance, which suggests that GCN-LPA
is also robust and stable in practice.
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Table 7. The Results of Recall@K for MovieLens-20M Dataset
in Recommendation Task

Model R@2 R@10 R@50 R@100
SVD 3.6 £0.2 124 £0.2 27.7+0.1 40.1 £ 0.2
LibFM 3.8+04 121 £ 0.5 27.0 £ 0.5 39.0 £ 0.6
LibFM + TransE | 4.0 £ 0.8 121 £ 1.0 28.1+13 394+ 1.1
PER 22+0.7 7.6 £0.8 16.1 £0.7 245+ 0.7
CKE 35+05 10.7 £ 0.6 242+ 0.6 323+0.5
RippleNet 4.5 £0.7 13.1 £ 0.9 27.5+0.8 44.3 £ 0.6
KGIN 41+04 12.6 £ 0.4 271+ 0.5 424+ 0.3
GCN-LPA 43 +0.5 154 + 0.5 322+03 459+04

Table 8. The Results of Recall @K for Book-Crossing Dataset
in Recommendation Task

Model R@2 R@10 R@50 R@100
SVD 25+03 4.6 £0.5 7.8 £0.4 109 £ 0.4
LibFM 3.1+0.5 6.1 £0.5 9.2+£05 125 £ 0.6
LibFM + TransE 3.7+13 6.5+ 1.2 9.7 +1.2 13.0 £ 1.3
PER 21+038 4.0+ 1.0 6.4+1.1 7.0 £ 1.0
CKE 2.6 £04 52+04 7.8 £0.5 11.2 £ 0.6
RippleNet 35+0.6 7.4 £ 0.6 10.7 £ 0.7 12.8 £ 0.7
KGIN 33+04 7.0 £0.5 10.2 £ 0.7 12.6 £ 0.5
GCN-LPA 45+04 83+05 11.6 £ 0.4 14.9 £ 0.4

Table 9. The Results of Recall @K for Last

Model R@2 R@10 R@50 R@100
SVD 29+05 9.8 +£0.4 241+ 0.6 33.2+ 0.6
LibFM 32+08 10.3 £ 0.8 26.0 £ 0.9 33.1+0.7
LibFM + TransE 31+£15 10.2 £ 1.7 257+ 1.8 326+ 1.8
PER 14+1.2 53+1.0 11.6 £ 0.9 17.6 + 1.0
CKE 22+0.6 7.0 £0.5 18.1 £0.7 29.6 £ 0.7
RippleNet 3.1+09 10.1 £ 0.8 24.0+0.8 335+ 0.9
KGIN 35+04 10.6 £ 0.5 26.2+0.7 33.8+0.7
GCN-LPA 4.4 +£0.7 12.1 £ 0.7 27.6 £ 0.6 37.0+0.8

FM dataset in recommendation task.

6.2.5 Efficacy of LPA Regularization. To study the efficacy of LPA regularization, we fix the di-
mension of hidden layers as 4, 8, and 16, then vary A from 0 to 5 to see how performance changes.
The results of Recall@10 in Last.FM dataset are plotted in Figure 9. It is clear that the performance
of GCN-LPA with a non-zero A is better than A = 0, which justifies our claim that LPA regulariza-
tion can assist learning the edge weights in a KG. But note that a too-large 1 is less favorable, since
it overwhelms the overall loss and misleads the direction of gradients. According to the experiment
results, we find that a A between 0.1 and 1.0 is preferable in most cases.

6.2.6  Results in Cold-start Scenarios. To investigate the performance of GCN-LPA in cold-start
scenarios, we vary the size of training set r of MovieLens-20M from r = 100% to r = 20% (while
the validation and test set are kept fixed), and report the results of AUC in Table 12. When r = 20%,
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Table 10. The Results of Recall@K for Dianping-food Dataset

in Recommendation Task

Model R@2 R@10 R@50 R@100
SVD 39+0.2 151 +£0.3 32.8+0.3 452+0.3
LibFM 41=+0.5 15.6 £ 0.5 33.2+ 0.6 449 + 0.6
LibFM + TransE 43+1.0 16.1 £ 0.8 34.2 + 0.6 454+ 0.8
PER 25+0.7 10.1 £ 0.7 25.7+0.9 354+ 0.6
CKE 3.2+£0.6 13.8 £ 0.7 30.4 + 0.6 43.7+ 0.5
RippleNet 41=+0.5 153 £ 0.6 32.8+0.6 44.1 £ 0.7
KGIN 4.0=+0.5 155+ 0.6 33.1+0.6 445+ 0.6
GCN-LPA 4.8 +£0.3 17.2 £ 0.4 34.0+0.3 48.6 +£ 0.3

Table 11. The Results of AUC for all Datasets in Recommendation Task

MovieLens-20M  Book-Crossing  Last.FM  Dianping-Food
SVD 96.3 £ 04 67.3 £ 0.6 76.9 £ 0.3 83.9 £0.2
LibFM 955+ 1.1 69.0 + 0.6 77.8 £ 0.7 83.7+ 0.5
LibFM + TransE 96.6 + 0.8 69.8 £ 0.9 77.4 + 0.6 83.9+04
PER 83.1+0.7 61.6 £ 0.5 633 +04 74.8 + 0.4
CKE 924 £ 0.5 67.5£0.7 745 £ 0.5 80.2 £ 0.6
RippleNet 96.1 £0.3 72.7 £ 04 77.0 £ 0.3 83.2+0.2
KGIN 95.8 +£0.3 72.0 £ 0.5 78.8 £ 0.4 83.5+0.5
GCN-LPA 97.9 £ 0.1 74.4 £ 0.4 80.3 £ 0.2 85.1+0.2
100
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AUC decreases by 8.1%, 5.3%, 5.2%, 2.9%, 2.6%, 4.0%, and 4.4% for the seven baselines compared
to the model trained on full training data (r = 100%), but the performance decrease of GCN-LPA
is only 1.8%. This demonstrates that GCN-LPA still maintains predictive performance even when
user-item interactions are sparse.

6.2.7 Hyper-parameters Sensitivity. We first analyze the sensitivity of GCN-LPA to the number
of GNN layers and LPA iterations (these two numbers are set as the same in recommendation
task). We vary this number from 1 to 4 while keeping other hyper-parameters fixed. The results
are shown in Table 13. We find that the model performs poorly when the number is too large, which
is because a large number of GCN layers or LPA iterations will mix too many entity embeddings
in a given entity, which over-smoothes the representation learning on KGs.

ACM Transactions on Information Systems, Vol. 40, No. 4, Article 73. Publication date: November 2021.



73:18 H. Wang and J. Leskovec

Table 12. AUC of all Methods w.r.t. the Ratio of Training Set on MovieLens-20M Dataset

Ratio of training set r 20% 40% 60% 80% 100%
SVD 88.2+05 913+05 938+05 955+04 963+04
LibFM 90.2+12 923+12 938+10 95.0+11 955+1.1
LibFM+TransE 914+£09 935+1.0 949+09 96.0+09 96.6+038
PER 80.2+06 814+06 821+08 828+0.7 83.1+0.7
CKE 89.8+0.6 91.0+0.7 91.6+£05 921+0.6 924+0.5
RippleNet 921+04 937+03 947+04 955+04 96.1+03
KGIN 914+03 932+04 944+04 951+05 958+03
GCN-LPA 96.1+£01 97.0+02 974+01 97.7+£00 979+0.1

Table 13. Recall@10 w.r.t. the Number of GCN Layers

# GCN layers 1 2 3 4
MovieLens-20M 154 £ 0.5 14.6 £ 0.8 122+ 13 1.1+0.0
Book-Crossing 7.7+04 83+0.5 43+0.9 0.8+0.2

Last.FM 12.1 £ 0.7 10.6 £ 0.6 10.5 £ 0.6 5.7+ 0.9
Dianping-Food 16.5+ 0.3 17.2 £ 0.4 6.1+0.8 3.6 0.9

Table 14. Recall@10 w.r.t. the Dimension of Hidden Layers

Hidden layer dim. 4 8 16 32 64 128
MovieLens-20M | 13.4+0.6 141+06 143+0.5 154+05 153+04 151+0.5
Book-Crossing 6.5+ 0.7 7.3+0.8 7.7 £0.7 81+05 83+05 80=x0.6

Last.FM 111+ 0.7 11.6+09 12.1+0.7 109+1.0 10.2+0.8 10.7+0.8
Dianping-Food 155+0.6 17.2+04 167+05 166+05 163+0.6 16.1+04

We also examine the impact of the dimension of hidden layers on the performance of GCN-LPA.
The result in shown in Table 14. We observe that the performance is boosted with the increase of
the dimension at the beginning, because more bits in hidden layers can improve the model capacity.
However, the performance drops when the number further increases, since a too-large dimension
may overfit datasets.

6.2.8 Time Complexity. We also investigate the running time of our method with respect to
the size of KG. We run experiments on a Microsoft Azure virtual machine with 1 NVIDIA Tesla
M60 GPU, 12 Intel Xeon CPUs (E5-2690 v3 @2.60GHz), and 128 GB of RAM. The size of the KG
is increased by up to five times the original one by extracting more triples from the original KG,
and the running times of all methods on MovieLens-20M dataset are reported in Figure 10. Note
that the trend of a curve matters more than the real values, since the values are largely dependent
on the minibatch size and the number of epochs (yet we did try to align the configurations of all
methods). The result show that GCN-LPA exhibits strong scalability even when the KG is large.

7 RELATED WORK

Edge weights play a key role in graph-based machine learning algorithms. In this section, we
discuss three lines of related work that learn edge weights adaptively: locally linear embedding,
label propagation algorithm, attention, and diffusion on graphs.
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Fig. 10. Running time of all methods w.r.t. KG size on MovieLens-20M dataset.

7.1 Locally Linear Embedding

Locally linear embedding (LLE) [26] and its variants [16, 46] learn edge weights by construct-
ing a linear dependency between a node and its neighbors and then use the learned edge weights
to embed high-dimensional nodes into a low-dimensional space. Our work is similar to LLE in
the aspect of transferring the knowledge of edge importance from one space to another, but the
difference is that LLE is an unsupervised dimension reduction method that learns the graph struc-
ture based on local proximity only, while our work is semi-supervised and explores high-order
relationship among nodes.

7.2 Label Propagation Algorithm

Classical LPA [47, 49] can only make use of node labels rather than node features. In contrast, adap-
tive LPA considers node features by making edge weights learnable. Typical techniques of learn-
ing edge weights include adopting kernel functions [21, 48] (e.g., a;; = exp(— Y (xia — Xja)?/ 0021)
where d is dimensionality of features), minimizing neighborhood reconstruction error [10, 33], us-
ing leave-one-out loss [45], or imposing sparseness on edge weights [7]. However, in these LPA
variants, node features are only used to assist learning the graph structure rather than explicitly
mapped to node labels, which limits their capability in node classification. Another notable differ-
ence is that adaptive LPA learns edge weights by introducing the regularizations above, while our
work takes LPA itself as regularization to learn edge weights.

7.3 Attention and Diffusion on Graphs

Our method is also conceptually connected to attention mechanism on graphs, in which an atten-
tion weight a;; is learned between node v; and v;. For example, a;; = LeakyReLU(a' [Wx;||[Wx;])
in GAT [32], ;j = a - cos(Wx;, Wx;) in AGNN [31], a;; = (Wix;)"Wyx; in GaAN [44], and
a;j = a' tanh(W;x; + W;X;) in GeniePath [22], where a and W are trainable variables. Our method
is also similar to diffusion-based methods [1, 9, 13, 14, 38, 41]. Graph diffusion uses extended neigh-
borhoods for aggregation in GNNs, which can be seen as learning a new adjacency matrix for a
given graph. A significant difference between attention/diffusion mechanisms and our work is that
attention/diffusion is learned based on feature similarity/graph topology, while we propose that
edge weights should be consistent with the distribution of labels on the graph, which requires less
handcrafting of the attention/diffusion function and is more task oriented.

7.4 Connection between LPA and GCN

Researchers also studied the connection between LPA and GCN from various perspectives. For
example, Li et al. [19] studied the similarity of LPA and GCN in terms of low-pass filtering, and
they proposed a a graph filtering framework that injects graph similarity into data features by
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taking them as signals on the graph and applying a low-pass graph filter to extract useful data
representations for classification. Huang et al. [8] proposed the C&S method, which combines
shallow models that ignore the graph structure with two simple post-processing steps that exploit
correlation in the label structure: (1) an “error correlation” that spreads residual errors in training
data to correct errors in test data and (2) a “prediction correlation” that smooths the predictions
on the test data. They showed that their proposed method can exceed or match the performance
of state-of-the-art GNNs. Dong et al. [3] studied the decoupled GCN (i.e., feature transformation
and neighborhood aggregation are decoupled) and proved that the decoupled GCN is essentially
the same as the two-step label propagation: first, propagating the known labels along the graph
to generate pseudo-labels for the unlabeled nodes and, second, training normal neural network
classifiers on the augmented pseudo-labeled data. Shi et al. proposed UniMP [29], which adopts a
Graph Transformer network taking feature embedding and label embedding as input information
for propagation. The difference between these work and ours is that we use LPA as a regularization
term to assist learning the edge weights for GCN, which combines LPA and GCN more tightly and
is shown to be effective both theoretically and empirically.

8 CONCLUSION AND FUTURE WORK

We studies the theoretical relationship between two types of well-known graph-based algorithms,
label propagation algorithm and graph convolutional neural networks, from the perspectives of
feature/label influence. We then propose a unified model GCN-LPA, which learns transformation
matrices and edge weights simultaneously in GCN with the assistance of LPA regularizer. We also
analyze why our unified model performs better than traditional GCN for node classification. Ex-
periments on semi-supervised node classification and knowledge-graph-aware recommendation
tasks demonstrate that our model outperforms state-of-the-art baselines, and it is also highly time-
efficient with respect to the size of a graph.

We point out two possible directions as future work. First, it is worth studying why learning ad-
jacency matrix and the parameters of GCN together performs better than learing them separately.
Second, applying our method to the case where labels are extremely sparse is also a promising
direction.

APPENDICES
A PROOF OF THEOREM 1

Before proving Theorem 1, we first give two lemmas that demonstrate the exact form of feature
influence and label influence defined in this article. The relationship between feature influence and
label influence can then be deduced from their exact forms.

LEMMA 1. Assume that the nonlinear activation function in GCN is ReLU. Let P]‘:_’b be a path
[v(k), o= v(o)] of length k from node v, to node vy, where o) =g, 0@ = vp, and o= ¢
N@®) fori =k,...,1. Then we have

I (Va,vp3 k) = Z 1_[ dyyli-1), i) s (21)

pab i=k
where @, i-y ) is the normalized weight of edge (0@, =Dy,
Proor. See Reference [40] for the detailed proof. O
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va va va
X i
V1 U3 121 / U3 V1 U3
Vs Vs Uy
%) vy ) vy U2 vy
(a) Iteration 1 (b) Iteration 2 (c) Iteration 3 (d) Paths from v, to vy,

Fig. 11. An illustrating example of label propagation in LPA. Suppose labels are propagated for three itera-
tions, and no self-loop exists. Blue nodes are labeled while white nodes are unlabeled. (a) v,’s label propa-
gates to v; (yellow arrows). Note that the propagation of v,’s label to v3 is cut off, since vs3 is labeled thus
absorbing v,’s label. (b) v,’s label that propagated to v; further propagates to vz and v, (yellow arrows).
Meanwhile, v,’s label is reset to its initial value then propagates from v, again (green arrows). (c) Label
propagation in iteration 3. Purple arrows denote the propagation of v,’s label starting from v, for the third
time. (d) All possible paths of length no more than three from v, to v, containing unlabeled nodes only. Note
that there is no path of length one from v, to vy,.

The product term in Equation (21) is the probability of a given path P]‘:_”’ . Therefore, the right-
hand side in Equation (21) is the sum over probabilities of all possible paths of length k from v, to
vp, which is the probability that a random walk starting at v, ends at v}, after taking k steps.

LEMMA 2. Let U].“—’b be a path [0Y), 00D, 0] of length j from node v, to node vy, where
o) = v, v = vy, 0D € N@D) fori = j,...,1, and all nodes along the path are unlabeled
except v*). Then we have

1
I/ (va, vp3 k) = Z 1_[ dyyli-1), (i) s (22)

j=1 rra—b i=j
J U] J

where Ayyli-1) () 1S the normalized weight of edge (v(i), v(i_l)).

To intuitively understand this lemma, note that there are two differences between Lemma 1 and
Lemma 2:

e In Lemma 1, ff(va,vb;k) sums over all paths from v, to v of length k, but in Lemma 2,
I} (vg, vp; k) sums over all paths from v, to v}, of length no more than k. The is because in
LPA, vp,’s label is reset to its initial value after each iteration, which means that the label
of vy, serves as a constant signal that begins propagating in the graph again and again after
each iteration.

e In Lemma 1 we consider all possible paths from v, to v}, but in Lemma 2, the paths are
restricted to contain unlabeled nodes only. The reason here is the same as above: Since the
labels of labeled nodes are reset to their initial values after each iteration in LPA, the influence
of v},’s label will be absorbed in labeled nodes, and the propagation of v,’s label will be cut
off at these nodes. Therefore, v},’s label can only flow to v, along the paths with unlabeled
nodes only. See Figure 11 for an illustrating example showing the label propagation in LPA.

Proor. As mentioned above, a significant difference between LPA and GCN is that all labeled
nodes are reset to its original labels after each iteration in LPA. This implies that the initial label

yp of node v, appears not only as y;o) but also as every y,gi) for j = 1,...,k — 1. Therefore, the
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(k) )

influence of y5 ony, * is the cumulative influence of y,* on y, ) for j=0,1,...,k—1:

gyl k=l g (k)
(e vpik) = 2 = 3 e (23)
Yo Jj=0 3%,
According to the updating rule of LPA, we have
-
aygk) aszeN(va)aazy,(z 1) i ay(k 1)
0 - 0 - @0 24)
ayb ayb v;EN(vg) 6yb

(k) (k-1)
In the above equation, the derivative ‘;y@) is decomposed into the weighted average of y—o),
Yy

(k=1) .

where v, traverses all neighbors of v,. For those v,’s that are initially labeled, y, is reset to

their initial labels in each iteration. Therefore, they are always constant and independent of yl()j),

meaning that their derivatives w.r.t. ym

is an unlabeled node:

are zero. So we only need to consider the terms where v,

oy 5y kD
L Gar (25)
ayb v, EN(vg),z>m Yy

where z > m means v, is unlabeled. To intuitively understand Equation (25), one can imagine that
we perform a random walk starting from node v, for one step, where the “transition probability”
is the edge weights a, and all nodes in this random walk are restricted to unlabeled nodes only.

(k-1)

Note that we can further decompose every yzk in Equation (25) in the way similar to what we do

for ygk) in Equation (24). So the expansion in Equation (25) can be performed iteratively until the
index k decreases to j. This is equivalent to performing all possible random walks for k — j steps
starting from v,, where all nodes but the last in the random walk are restricted to be unlabeled

nodes:
1

ay Z Z 1—[ - ayY
— = Ayii-1), o) | —s (26)
330 337

v, €V UI?__}Z i=k—j

where v, in the first summation term is the end node of a random walk, U?"’* in the second
summation term is an unlabeled-nodes-only path from v, to v, of length k — j, and the product

G)
term is the probability of a given path U“*z Consider the last term Zyz) in Equation (26). We
Y5

know that 69(2]) =0forallz#1b and 5 m = 1 for z = b, which means that only those random-
y

Yp b
walk paths that end exactly at v}, (i.e., the end node v, is exactly v;) count for the computation in

Equation (26). Therefore, we have

6y(k) 1
T = Z ]_[ A1) ()5 (27)
b

a—b j=k—j
U J

where U,f;b is a path from v, to v} of length k — j containing only unlabeled nodes except v}.
Substituting the right-hand term of Equation (23) with Equation (27), we obtain that

k-1 1
Il(va,vb§k) :Z Z 1_[ &v(i— i Z Z l_[ Ay (i-1), () - (28)

Jj=0 Uka—fb i=k—j Jj=1 Ua—>b i=j
-J

ACM Transactions on Information Systems, Vol. 40, No. 4, Article 73. Publication date: November 2021.



Combining Graph Convolutional Neural Networks and Label Propagation 73:23

Now Theorem 1 can be proved by combining Lemma 1 and 2:

PRrRoOF. Suppose that whether a node is labeled or not is independent of each other for the given
graph. Then we have

E[11(00, vp k)]

230 5 [

Jj= anHb i=j

k 1
=308 3 [
j=1 Ua—>b i=j (29)
k 1
= Z Pr (P;Hb is an unlabeled-nodes-only path) 1_[ Ay (i-1) ()
j=1 pa—b i=j
J
k 1
= Z ' na (-1), () = Zﬁ”f(va,vb 7)-
Jj=1 pa-b i=j Jj=1
J
O

B PROOF OF THEOREM 2

Proor. Denote the set of labels as L. Since different label dimensions in yg) do not interact with

each other when running LPA, the value of the y,th dimension in y,(z') (denoted by yg) [yq]) comes
only from the nodes with initial label y,. It is clear that

k 1
S 53 [Tavenen o
Vb Yp=Ya j=1 (O i=j
which equals 3., ., -y, [1(va, vp; k) according to Lemma 2. Therefore, we have

(k)

, ]

Pr(ia = o) = = B = ST Lok (31)
ieL Ya ' [1] VbiYp=Ya

O

C PROOF OF THEOREM 3

In this proof we assume that the dimension of node representations is one, but note that the conclu-
sion can be easily generalized to the case of multi-dimensional representations, since the function
D(x) can be decomposed into the sum of one-dimensional cases. In the following of this proof, we
still use bold notations x( )
are scalars rather than vectors.
We give two lemmas before proving Theorem 3. The first one is about the gradient of D(x):

and hgk) to denote node representations, but keep in mind that they

hgk) _ ng) 0D(x(k))

LEmMA 3. o (k)

(k) _ BD(X“)‘)) (k h(k)

PROOF. x:
1 ax(k

i

)-

k
Zv EN(‘U)al]( ( ) ZZJJEN(’Z))ale

ACM Transactions on Information Systems, Vol. 40, No. 4, Article 73. Publication date: November 2021.



73:24 H. Wang and J. Leskovec

It is interesting to see from Lemma 3 that the aggregation step in GCN is equivalent to running
gradient descent for one step with a step size of one. However, this is not able to guarantee that
D(h%)) < D), because the step size may be too large to reduce the value of D.

The second lemma is about the Hessian of D(x):

LEMMA 4. V2D(x) < 2I, or equivalently, 21 — V2D(x) is a positive semidefinite matrix.

Proor. We first calculate the Hessian of D(x) = % oo, ijlixi = lelgz

1-ay —dip - —din
) —dp1  l—ay -+ —az .
V°D(x) = . . ] . =]-D A (32)
_dnl _an e 1- dnn

Therefore, 2I — V2D(x) = I + D' A. Since D™!A is Markov matrix (i.e., each entry is non-negative
and the sum of each row is one), its eigenvalues are within the range [—1, 1], so the eigenvalues
of I + D7'A are within the range [0, 2]. Therefore, I + D 'Aisa positive semidefinite matrix, and
we have V2D(x) < 2I. o

We can now prove Theorem 3:

Proor. Since D is a quadratic function, we perform a second-order Taylor expansion of D
around x(*) and obtain the following inequality:

D () =D (x9) + 9D (x¥) (9 ~x0) 1 (b~ x0) T 7D(x) (W - x)
vD (x®) "D (x¥) + 2vD (x*) T V2D(9TD (xV)

=D (x) -
(x k)) VD (x(k))T VD (X(k)) + VD (x(k))T VD (X(k))
=D (x"¥).

(k)

(33)

IA
bbb

X

D MORE VISUALIZATION RESULTS ON A SUBGRAPH OF CORA

Figure 12 illustrates more visualization of GCN and GCN-LPA on a subgraph of Cora. In each
subfigure, we vary the number of layers from 1 to 4 to examine how the learned representations
evolve. The dimension of hidden layers and output layer is 2. The transformation matrices are
uniformly initialized within range [-1, 1]. We use sigmoid function as the nonlinear activation
function. Comparing the four figures in each row, we conclude that the aggregation step and
transformation step in GCN and GCN-LPA do benefit the separation of different classes. Com-
paring Figures 12(a) and 12(c) (or Figures 12(b) and 12(d)), we conclude that more inter-class edges
will make the separation harder for GCN (or GCN-LPA). Comparing Figures 12(a) and 12(b) (or
Figures 12(c) and 12(d)), we conclude that GCN-LPA is more noise-resistant than GCN, therefore,
GCN-LPA can better differentiate classes and identify clustering substructures.
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1-layer 3-layer

(a) GCN on the original subgraph
2-layer 3-layer 4-layer

2-layer 3-layer 4-layer

(c) GCN on the noisy subgraph
2-layer 3-layer

(d) GCN-LPA on the noisy subgraph

Fig. 12. Visualization of GCN and GCN-LPA with 1 ~ 4 layers on a subgraph of Cora.
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