# Implementing arithmetic over algebraic numbers <br> A tutorial for Lazard's lifting scheme 

Gereon Kremer, Jens Brandt

## Can people use computer algebra methods?

## Can people use computer algebra methods?

## Of course!

## Can people use computer algebra methods?

## Of course!

- Powerful software packages

Random selection: GAP, Magma, Maple, Mathematica, Sage, SINGULAR, ...

- Most new results can be implemented concisely with one of the above software packages
- Oftentimes new results are published as software within one of the above software packages


## Can people use computer algebra methods?

## Of course!

- Powerful software packages

Random selection: GAP, Magma, Maple, Mathematica, Sage, SINGULAR, ...

- Most new results can be implemented concisely with one of the above software packages
- Oftentimes new results are published as software within one of the above software packages

We are done here, thanks for the attention!

## Can people use computer algebra methods?

## Of course!

- Powerful software packages

Random selection: GAP, Magma, Maple, Mathematica, Sage, SINGULAR, ...

- Most new results can be implemented concisely with one of the above software packages
- Oftentimes new results are published as software within one of the above software packages

We are done here, thanks for the attention!

Heretical question:
Is your implementation in $\$\{y o u r ~ f a v o u r i t e ~ C A S\} ~ a c t u a l l y ~ u s e f u l ? ~$
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- used in a project that can not use closed-source software ${ }^{1}$. Macsyma, Magma, Maple, Mathead, Mathematica, MATLAB, SMath, Wolfram Alpha
- maintained reliably ${ }^{2}$.

Axiom, Derive, KANT/KASH, Magnus, Mathomatie, MuMATH, MuPAD, OpenAxiom

- integrated reasonably easily and efficiently ${ }^{3}$.

SageMath, SymPy

- extended and modified ${ }^{4}$.
model construction? incrementality? infeasible subsets?
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SMT $\hat{=}$ Satisfiability modulo theories $\hat{=}$ first-order formulae over theories SMT solvers have found widespread use: all of "Big Tech" heavily use them. Licensing issues, performance and reliability are really important

For NRA solvers implement (variants of) cylindrical algebraic decomposition.

> How do these SMT solvers implement CAD?
> They do somehow - so everything is fine?

Few libraries exist within or alongside SMT solvers that implement the bare minimum. Developers that are able and willing to do this job are rare. The problems fill another talk.
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& \text { for } i:=0 \text { to } n-1 \text { do } \\
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If $a_{i} \in \overline{\mathbb{Q}} \backslash \mathbb{Q}$, this requires proper polynomial arithmetic over algebraic numbers!
Core issue: multivariate factorization over a field extension.
Also: take care which operation is performed in which structure!
Observation: Implementing multivariate factorization is prohibitive for the SMT people
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## What's in the paper?

How to implement Lazard's lifting given CoCoALib and LibPoly.

## Algebraic framework: tower of field extensions



## Implementation

In the paper: actual working code!
https://github.com/cvc5/cvc5/blob/master/src/theory/arith/nl/cad/lazard_evaluation.cpp

```
vector<RingElem> p; // po... p
vector<ring> K; // K K \ldots.. K
vector<ring> R; // R R ... Rn
K[0] = RingQQ();
// assigned variables }\mp@subsup{x}{0}{},\ldots\mp@subsup{x}{n-1}{
for (size_t i = 0; i < n; ++i)
{
    R[i] = NewPolyRing(K[i],
    {NewSymbol()});
    RingElem mipo = /* from Ri */;
    auto facs = factor(mipo);
    p[i] = /* fac that vanishes */;
    K[i+1] = NewQuotientRing(R[i],
    ideal(p[i]));
}
// free variable x
R[n] = NewPolyRing(K[n], {NewSymbol()});
```


## Experiments (SMT-LIB, QF_NRA, 10min)
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| :--- | :--- | ---: | ---: | ---: |
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| Lazard | McCallum | 5088 | 5370 | 10458 |
| Lazard | Lazard | 5090 | 5371 | 10461 |

- 4752 of 11552 benchmarks entered the nonlinear solver
- 925 of 11552 benchmarks require lifting non-rational assignments
- 664 of 11552 benchmarks see vanishing factors (750k total)
- McCallum and Lazard are identical on $>99.5 \%$ of the benchmarks
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## Conclusion

- an implementation is not useful per se
- people will need to modify your implementation
- many applications need free libraries (e.g. CoCoALib)
- Lazard's lifting requires additional algorithms
- we provide an implementation based on CoCoALib
- oftentimes not necessary ( $\approx 6 \%$ of SMT-LIB benchmarks)
- no significant impact on performance
- implementation is sound now
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    ${ }^{2}$ Because, you know, people care about having issues fixed.
    ${ }^{3}$ Conversion overhead sometimes is an issue.
    ${ }^{4}$ Using a black box is not always appropriate.

