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ABSTRACT
Increasing the use of renewable energy is considered a vi-
able way of reducing carbon intensive power generation.
However, a power grid running on high amounts of renew-
able energy has to deal with the limited controllability and
higher volatility of power sources like wind or solar. In this
work, we propose to use demand side management to deal
with varying amounts of renewable power feed-in via the
use of power plans, i.e. instructions passed to large energy
consumers that specify how they should try to spread out
their energy use over a day. We argue that a separation of
power planning and implementation of technical measures
to schedule loads to follow the plan would alleviate some of
the problems faced by an integrated planning-scheduling ap-
proach, as these processes are governed by different entities
who may be unwilling to disclose all required information to
each other. As a proof-of-concept, we propose and analyze
a quadratic programming approach to maximizing the frac-
tion of renewable energy being used while not overburdening
the consumer with a power plan that is difficult to follow.

CCS Concepts
•Mathematics of computing → Quadratic program-
ming; •Software and its engineering → Power man-
agement;

Keywords
Power Planning, Quadratic Programming, Flexibility

1. INTRODUCTION
With urbanization progressing, there is a legitimate de-

mand for large energy consumers in cities to be powered
from renewable sources. However, as two major sources
of renewable energy, solar and wind, are exhibiting volatile
availability patterns in both long and short terms, in or-
der to maintain power grid generation/demand equilibrium
a mechanism is required to compensate for these fluctua-
tions. There are two main ways of coping with fluctuations
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from the production side: curtail renewable energy genera-
tion when it is too high, or lower the utilization of fuel-based
power plants to allow for high penetration of renewables.
Both approaches have significant down-sides: curtailment of
renewable sources is effectively throwing away ‘free’ power
since the cost for renewable generation dominated by equip-
ment cost which is paid up-front, while low utilization of
fuel-based power plants greatly lowers their efficiency [12].
An alternative that avoids the aforementioned downsides is
to take advantage of flexible loads via demand side manage-
ment [7, 8]. One effect of the volatile feed-in of renewable
energy to the grid is a varying percentage of green energy
inside the energy mix delivered to consumers. Using power
at times with high renewable concentration is an ecologi-
cally desirable goal, and the availability of predictions for
the amount of renewable energy in the grid [11] suggests the
opportunity for the consumer to plan their energy consump-
tion accordingly. If a consumer were to shape their load to
correlate with the grid penetration of renewables, this would
aid in reducing the amount of reserve power generators that
have to run at low utilization and reduce the amount of
curtailment to renewable sources in order to achieve supply-
demand balancing of power. At the same time, the flexibility
constraints of the consumer must be taken into account.

To increase the share of renewable energy while at the
same time retaining the ability to deliver uninterrupted ser-
vice, the consumer can be provided with instructions on
when to use which amount of power. We call these instruc-
tions a power plan.

The contributions of this work are the following:

1. We introduce the concept of power planning and argue
why it is reasonable to strictly separate it from measures
that implement a power plan.

2. We derive a widely applicable cost function which is ca-
pable of model energy consumer constraints regarding power
flexibility. The cost function may be tailored to reflect the
peculiarities of different consumer constraints by adapting
its three parameters.

3. We present a quadratic programming based approach
to optimal power planning for renewable energy intake that
balances the objectives of the producer and consumer of en-
ergy. We test this approach using real data, and conduct
a sensitivity analysis to model different consumer flexibility
across multiple parameters.

The remainder of this paper is structured as follows: Sec-
tion 2 summarizes existing work related to the topic. In
Section 3, we discuss the motivation of creating a separate
power planner, as well as consumer concerns and assump-



tions. Section 4 presents the formulation of our optimization
problem and modelling of consumer flexibility. Section 5
presents the our analysis, and possible applications are dis-
cussed in Section 6. The paper is concluded in Section 7.

2. RELATED WORK
There has been a lot of recent work focused on scheduling

flexible loads so that high energy usage corresponds to peri-
ods of high renewable energy generation. Data centers, with
their high electricity demand and relatively flexible work-
loads, have been used as a model application for this re-
search. In [6], Liu et al. present a linear programming based
optimization for virtualized data centers (DCs). Their solu-
tion is specifically tailored towards DCs in a combined power
planning and scheduling approach, and they propose a pro-
gram to generate server workload schedules that maximizes
the intake of renewables by a DC. Similarly, Rao et al. [13]
solve a mixed-integer programming problem to minimize en-
ergy cost for DC. Zhu et al. [14] propose a rolling-horizon
scheduling architecture for virtualized cloud DCs. Again,
their approach integrates scheduling and power planning and
is performed in an online manner, recalculating each time a
task arrives into the system. Aksanli et al. [1] propose a
job scheduler that takes into account green energy predic-
tions while reducing the number of job cancellations due to
fluctuations in green energy.

All the approaches mentioned differ from the one proposed
in this work as they use an integrated system tailored to a
specific use case, while in this work power planning is de-
coupled from the actual technical implementation (sched-
ule) on the consumer side, allowing for lower computational
complexity and wider applicability. Energy planning, often
using multicriteria decision-making [9, 10], differs from our
approach in two ways: first, it is traditionally oriented to-
wards the power generation side. Second, its time frame is
much longer, guiding a more strategic development rather
than intra-day optimization.

3. SEPARATION OF CONCERNS: A DEDI-
CATED POWER PLANNER

The power planner is a component in a larger integrated
system, developed in the course of the EU FP7 project
DC4Cities1, which is briefly explained in the following. The
DC4Cities system consists of three major components: data
gathering, processing, and actuation. Without going into
too much detail, data gathering is concerned with obtaining
information on renewable energy availability and power grid
energy mix details. Using this data, the processing stage
calculates how much power should be assigned to each ser-
vice present in the system. Finally, actuation is responsible
for enacting the changes decided in the processing stage.

The power planner focused in this work is a subsystem at
the very beginning of the processing stage, calculating when
to use which amount of power. To this end, it utilizes the
information on renewable power availability and grid energy
mix. Upon completion, the power plan (i.e., power to use
in future) is handed to the load to implement the according
measures to adapt its power demand. Figure 1 shows the
overall high level DC4Cities architecture.

While there are already several approaches to combined
power planning and its implementation (cf. Section 2), we

1http://www.dc4cities.eu/
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Figure 1: The high level DC4Cities architecture.

believe there are strong arguments for why it is useful to
decouple power planning from the actual implementation of
power adaptation mechanisms on consumer side:

1. Separate entities may be responsible for power plan-
ning and for the technical implementation of measures to
reach the desired power demand. Consider a “Smart Grid”
scenario where the goal is to increase the intake of renewable
energy by an electrical load. The grid operator has a clear
view on the mix of renewable energy in the grid, as well
as other constraints and objectives that should be consid-
ered to ensure the stability of the grid (some of which could
be restricted/sensitive information) when designing a power
plan. The load operator has a clear view of the flexibility
they have in scheduling work, but this information may be
confidential. These two entities would have to either ex-
change sensitive information or use a trusted third party in
order to use an integrated power planning tool, neither of
which are attractive options.

2. Not all scheduling constraints may be expressed in a
way that is suitable to be included in a mathematical pro-
gram, which limits the applicability of an integrated plan-
ning and scheduling approach that uses this tool. Separating
planning from scheduling allows for a dedicated first com-
putation of an appropriate power plan using mathematical
optimization, and a second stage of implementation with
a different set scheduling tools that can deal with complex
requirements.

The goal of a power plan from the grid operator’s point
of view is to suggest a power profile to a flexible load to
increase its uptake of renewable energy and thereby reduce
the magnitude of renewable energy fluctuations that have
to be met with alternative sources. At the same time, the
power plan is only useful if it is followed by the consumer,
and therefore it must take into account constraints on con-
sumer load and flexibility. The consumer may have different
levels of flexibility with respect to changes in the power plan
over time, oscillations in the power plan, and power ramps,
to name a few. Therefore, we define the power planning
problem as follows: Given information on renewable energy
availability and the cost function of the consumer, derive
a power plan that takes into account both maximizing the
uptake of renewable energy and the costs associated with
deviating from the consumers baseline power demand.

We cannot divide any integrated approach into two parts
(planning and scheduling) without first considering that the
power plan needs to have certain qualities to help ensure
that there is a high chance the scheduler can implement it
without large deviations. With an integrated power planner
and scheduler, this is avoided because it cannot propose a
plan without also proposing the schedule. We can imagine a
scenario where a power plan maximizes the objective of in-
creased renewable penetration, but oscillates due to the fluc-
tuations in renewable generation, which could then make it



difficult to derive a feasible schedule that matches the plan.
In a data center setting, for example, sharp fluctuations in
a power plan would mean the frequent shutting down and
powering up of servers in order to achieve a decrease in power
consumption, which is harmful to equipment lifetime [5].
The power planner should to some extent be aware of what
a reasonable power plan looks like in order to avoid making
it difficult for the scheduler to do its job. Our solution to
this issue is to incorporate common consumer demands into
a general objective function, with weights that can be tuned
to match the application’s requirements.

3.1 Consumer Concerns
To be applicable to a wide variety of loads, we model the

cost of a power plan as penalties on three possibly challeng-
ing characteristics of the power plan:

1. Deviation from unaltered baseline power
2. High frequency power changes
3. Low lead time power changes

Each of these cost terms may be weighted to reflect the
particularities of the load. Details on the choice of weights
are discussed in Section 4.3. An additional concern is that
the load has to remain capable of providing the same service
as in the baseline scenario, i.e. the overall energy suggested
by a new power plan should remain unchanged from the orig-
inal power plan for the same time horizon. The authors are
aware that overall energy demand may not always be pro-
portional to service quality, however for many types of loads
(e.g., EV battery charging) it is well suited as a measure of
service delivered.

3.2 Assumptions
In our work, we assume a power planner is used as a means

to increase the uptake of renewable energy while allowing the
consumer to express their flexibility to change their planned
consumption. It is assumed that the load has the capability
to shift some or all of its electrical power demand in time to
a certain extent. The load is connected to at least one power
grid with an energy mix containing a time-varying amount
of renewable energy in the mix. The loads could also be
partially met with locally generated renewable sources.

4. METHODOLOGY AND FORMULATION
To provide a constant guide on which amount of power

to consume, the power planning must be provided in a con-
tinuous manner. To this end, power planning may be per-
formed in a rolling horizon approach, similar to the work
of Li et al. [4], who use rolling horizon to manage produc-
tion capacity. In contrast to our approach however, they
perform an integrated planning-scheduling approach as op-
posed to the separated approach more commonly seen in
industry [3]. A rolling horizon approach requires the power
planner to generate a new power plan at each time slot over
a sliding window. The final power plan consists of each first
time slot of the calculated power plans as the window moves
through time. In our examples, we consider a window length
of 24 hours, where we could expect accurate forecasts and
take advantage of the 24 hour period typically exhibited by
renewable energy sources. A rolling horizon approach has
several advantages compared to following a power plan cal-
culated once every 24 hours:

1. Recalculating the power plan will exploit the higher
accuracy of forecasts over a shorter time horizon.

2. Errors in the forecast of required power at consumer
side can be dealt with by assigning additional power.

In Section 5.1, power planning in a rolling horizon config-
uration is analyzed.

4.1 Formulation
We formulate the problem of creating a power plan as

a multi-objective optimization problem where we optimize
the power planned in each time slot i (of equal length) in
[1, T ] with T being the planning horizon. Descriptions of
the parameters and variables can be found in Table 1.

Table 1: Notation

Name Description (units)
Parameters
Poldi Power allocated to time slot i in previous

power plan (Watts)
RenPercenti Forecast of renewable percent in the grid

in time slot i (%)
LocalReni Forecast of locally generated renewable

power in time slot i (Watts)
Pmini Minimum power required by the consumer

in time slot i (Watts)
Pmaxi Maximum power the consumer is able to

consume in time slot i (Watts)
α, β, γ Weight parameters for cost function
T Number of continuous time slots consid-

ered
Variables
Pnewi Power allocated to time slot i (Watts)
Costi The cost of implementing a new power

plan; an offset to the renewable grid energy
being used in time slot i

Given (Poldi), (RenPercenti), (LocalReni), T , Pmini,
and Pmaxi:

maxPnewi

∑T
i=1

[
(Pnewi − LocalReni)RenPercenti − Costi

]
(1)

subject to

Pmini ≤ Pnewi ≤ Pmaxi ∀i ∈ [1, T ], and (2)

LocalReni ≤ Pnewi ∀i ∈ [1, T ], and (3)

T∑
i=1

Poldi =

T∑
i=1

Pnewi. (4)

The objective function maximizes the amount of energy
that the load uses from renewable sources that are coming
from the grid, i.e., the difference between the allocated power
and forecasted local renewable generation. It is also affected
by a cost function, which is discussed in Section 4.2. Con-
straint (2) specifies that the power plan cannot give values
outside the feasible range that the load is capable of using.
Constraint (3) specifies that all of the local renewable gener-
ation must be used. This constraint is reasonable when we
consider typical large energy consumers, who would rarely
have a local renewable source that would generate more than
the load during regular operation, and greatly simplifies the
formulation. Constraint (4) specifies that the total amount
of energy allocated in the new power plan is the same as in
the old power plan. Additional application-dependent con-
straints could be added to the formulation as necessary.

This formulation can be used to implement a rolling hori-
zon power planner, making use of updated forecasts together
with the previously computed power plan to compute a new
plan.



4.2 Cost Function
In addition to the deviation from the baseline power de-

mand, the cost function Costi should capture the consumer
concerns outlined in Section 3.1: 1) It is preferable to avoid
spikes in the power plan, 2) The power plan for upcoming
time slots is harder to modify than the power plan for tem-
porally distant time slots, 3) Deviations and ramps often
have a cost that is non-linear with respect to their magni-
tude. The following cost function reflects these measures of
flexibility:

Costi = γ (|Poldi−Pnewi|)2
1+αi

+ β(|Pnewi − Pnewi+1|)2 (5)

Here, α is a linear scaling constant that expresses at what
rate we relax the cost of deviations from the old power plan
as we look further into the future, and β is the cost at-
tributed to having sharp increases in the power plan. The
second term is set to 0 when i = T , since there is likely
no existing plan for the last time step in the planning win-
dow. Through trial and error, we discovered that squaring
the cost of deviations and ramps leads to a power plan with
desirable characteristics, such as smoothness. The absolute
value term can be linearized, but the cost function has two
quadratic terms and is not necessarily convex. To simplify
the function, we combine all parts of the cost function into
one quadratic term, and after linearizing the absolute values
we get the following form:

Costi =
(
γ
X1i +X2i

1 + αi
+ β(X3i +X4i)

)2
,∀i ∈ [1, T ] (6)

X1i −X2i = Poldi − Pnewi, ∀i ∈ [1, T ] (7)

X3i −X4i = Pnewi − Pnewi+1, ∀i ∈ [1, T − 1] (8)

X3T +X4T = 0 (9)

0 ≤ X1i, X2i, X3i, X4i, ∀i ∈ [1, T ] (10)

where X1i, . . . , X4i are variables introduced to linearize
the absolute values. Note that incorporating this cost func-
tion into our formulation results in a convex quadratic prob-
lem.

4.3 Interpretation of γ, α, and β
The objective function tries to model the desirable prop-

erties of a power plan. First and foremost, the goal is to
try and plan for increased usage of renewable generation.
However, the plan cannot be made from scratch, and large
changes to the power plan should be avoided. The parame-
ter γ is the cost weight that we assign to the difference (in
kW) between the old and new power plans.

The flexibility of the power plan is not constant over time;
it is much easier to plan and prepare changes for 20 hours in
the future, rather than 1 hour in the future. The parameter
α can be interpreted as a decay rate of the cost assigned to
changes in the power plan. A high value of α means that
the the cost of changes for the last time slots is much lower
than the cost of changes for the first time slots.

The power plan is much easier to follow if it does not have
steep ramps. Oscillations in the renewable energy genera-
tion predictions (for example, predicted intermittent cloud
cover) could lead to a power plan that maximizes usage of
renewable generation by following these oscillations. The
parameter β is the cost weight we assign to the difference in
power between adjacent time slots in the new power plan.

5. ANALYSIS
In the following, we analyze the impact of changing pa-

rameters α, β and γ on the calculation of a single power
plan. Additionally, we provide an example of deriving a
power plan in a rolling horizon configuration. We assume a
load with a minimum power demand of 50 kW, a maximum
power demand of 500 kW, and a base power plan of 225 kW
of consumption for the entire planning window. We fix a
planning horizon of 24 hours. Service scheduling or dead-
lines are not considered yet, i.e. only the amount of power
to be consumed in different time slots is calculated. The
authors are aware that in a later stage, the power values
calculated have to be reached by adapting the load accord-
ingly. Figures 2, 3 and 4 show examples of output power
plans obtained by varying one parameter of Eq. (6). The
fraction of renewable energy in the energy mix (REN%)
is depicted as green area. Data on REN% is taken from
both German (2015) and Spanish (2013) power grid data.
For each figure, quantitative results are provided in a table,
showing the fraction of renewable energy in the calculated
power plan. Additionally, the maximum required flexibility
is given, i.e. the maximum amount of power the load has to
deviate from a constant power demand of 225 kW.
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Figure 2: Results for β = 0.03, γ = 0.08, varying α

Parameter α gives a discount on changes that occur in
time slots further in the future. Figure 2 shows a low de-
viation from the baseline in early time slots, while there is
increasingly strong adaptation in later time slots. It is note-
worthy that even though REN% is lower in early time slots,
stronger deviations from the baseline occur in later time slots
(discount from α outweighs high adaptation amount costs in
late time slots).

Table 2: Results for β = 0.03, γ = 0.08, varying α

α Renewable energy from
grid in power plan [%]

Maximum flexibility
required [kW]

0.00 24.16 9.25
0.20 25.60 79.68
0.35 26.72 134.99
0.45 27.40 165.93
0.55 28.00 194.34

Figure 3 shows the effects of different costs for high fre-
quency adaptations (β(Pnewi−Pnewi+1)). A higher value
of β has two major effects: first, the ramping times of the
calculated power values increase, leaving the consumer with
more time to gradually adapt its power demand. As a result,
adaptation to changes in REN% is slower than the changes
in REN% and, hence, the overall use of renewables is lim-
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Figure 3: Results for α = 0.35, γ = 0.08, varying β

ited as the power plan does not correlate as strongly to the
valleys and peaks in REN%.

Table 3: Results for α = 0.35, γ = 0.08, varying β

β Renewable energy from
grid in power plan [%]

Maximum flexibility
required [kW]

0.00 44.97 275.00
0.01 44.07 194.48
0.03 42.64 103.55
0.05 41.93 73.09
0.07 41.53 59.01
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Figure 4: Results for α = 0.35, β = 0.03, varying γ

Finally, the result of changes to γ is depicted in Figure 4.
Increasing γ will result in rising costs to deviations from the
baseline power demand. As expected, higher values will re-
sult in a smoother power plan, however limiting the increase
of REN% in total energy.

Table 4: Results for α = 0.35, β = 0.03, varying γ

γ Renewable energy from
grid in power plan [%]

Maximum flexibility
required [kW]

0.00 46.82 275.00
0.04 46.32 211.40
0.06 44.34 149.50
0.08 42.64 103.55
0.10 41.72 78.66

Figure 5 shows a series of pareto curve, which was cal-
culated by solving a modified optimization problem with
different fixed values of renewable energy usage and getting
the lowest cost of the power plan that can results in each
fixed renewable energy usage. Each curve corresponds to a
different set of cost parameters. A pareto curve can be used
to guide the producers and consumers in choosing a power
plan with a trade-off that is acceptable to both parties.

5.1 Rolling Horizon
The result of the rolling horizon test case depicted in

Figure 6. This example initiates the power plan to be a
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Figure 5: Pareto curve for cost and renewable en-
ergy consumption.

flat line at 225 kW, and recalculates the power plan every
hour. Intermediate results for several individual runs of the
power planner (thin lines) and the resulting final power plan
(marked with red circles) are displayed. In this example, the
parameter α in the cost function is set high enough to pre-
vent large changes to time slots in the near future. In our
example, we did not change the forecasted REN% over time,
though in practice the forecasts would improve as more data
is gathered about upcoming time slots. The power planner
would be able to adjust to match new forecasts.
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Figure 6: Result of successive power plan calcula-
tions to form a rolling horizon power plan.

6. USE CASES
In the following, two possible use cases for power plan-

ning are discussed. The use case specific influence on cost
function parameters and constraints are discussed.

6.1 Data centers
Data centers (DC) are major consumers of electrical power.

Depending on the type of services offered by a DC, a cer-
tain amount of work may be shifted in time. In comparison
to other flexible loads, DCs are already well suited to im-
plement power plans as there are automation frameworks
usually already in place. These may be used to automate
the interaction with power planning, e.g. by using the Ope-
nADR protocol2. To be well suited to adapt to a power plan,
a DC needs to be capable of providing flexibility in power de-
mand. This can be achieved by rescheduling jobs in a way
that overall IT utilization (and therefore power demand)
adapts to the demands of the power plan. The amount of
workload which may be rescheduled is limited by the ratio
of interactive (not delay tolerant) to non-interactive (delay
tolerant) workload and may vary strongly between different
DCs. However, if details are unknown, a ratio of 1:1 seems a

2http://www.openadr.org/



valid assumption following a discussion in, e.g., [6]. It should
be noted that for DCs, not only the IT power demand but
also related infrastructure (especially cooling) contribute a
significant amount to the overall power demand. This addi-
tional power demand will also be decreased by a reduced IT
load (for details, see e.g. [2]). The cost function parameter
α is increased in case the DC requires planning certainty
for the time slots in the near future. β would be set high
enough to limit high frequency oscillations between adjacent
time slots, which could lead to repeated shutdown and start
of servers. Finally, the value of γ determines how strong
the overall deviation from an unaltered power demand is
penalized. γ is set according to how many shiftable jobs are
available.

6.2 Electric vehicles
Electric vehicles are assumed to be of increasing impor-

tance in the future. With a rising market penetration, the
cumulative power draw of large numbers of electric vehicles
(EV) will be significant. A power planning process is es-
sential to fulfill EV users demands regarding their battery
state of charge (SoC) requirements while using as much re-
newable energy as possible. The proposed power planning is
suitable for use at an EV charging station to plan charging
with minor adaptations:

1. Parameters α, β, γ will mainly reflect constraints re-
garding the state of health of the battery, where a prolonged
high charging current has the potential to damage the EV
battery.

2. Constraints are needed to set the maximum charging
current and minimum SoC at certain times.

3. In certain cases such as vehicle-to-grid applications, it
may also be feasible to discharge the battery to support the
power grid. Therefore, negative values could be allowed in
the power plan.

It is noteworthy that in order to reliably provide an EV
user with the desired SoC at the end of the charging interval,
the power plan duration should match the estimated time
the EV is connected to the grid. As previously discussed, the
power plan will make sure to deliver the same total amount
of energy as in the baseline scenario, so the SoC will not be
influenced. In case the EV user wants to charge quickly, a
baseline with high power demand in the first time slots may
be used in conjunction with a high α value to promote quick
charging in the first time slots.

7. CONCLUSIONS AND FUTURE WORK
In this paper we presented a general quadratic program-

ming based power planner that can be tailored to many ap-
plications, for the purpose of maximizing the fraction of re-
newable energy in a load while considering the challenges
on consumer side to adapt its power demand. We argue
that it is reasonable to split power planning from concrete
power adaptation implementation on consumer side, and
conducted a sensitivity analysis to show how the power plan
can be tailored to cover three major facets of consumer load
flexibility.

An extension of this work could consider additional con-
straints in power plan flexibility in order to capture an even
wider set of applications. It would also be worthwhile to ex-
plore the mechanisms for incentives that motivate the con-
sumer to implement a power plan.
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