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ABSTRACT
Due to the inherent randomness of both solar power generation and residential electrical load, jointly sizing solar panel and storage capacity to meet a given quality-of-service (QoS) constraint is challenging. The challenge is greater when there is limited representative historical data. We therefore propose generating synthetic solar and load traces, corresponding to different realizations of the underlying stochastic processes. Specifically, we compare the effectiveness of three generative models: autoregressive moving-average (ARMA) models, Gaussian mixture models (GMMs), and generative adversarial networks (GANs)—as well as two direct sampling methods—for synthetic trace generation. These traces are then used for robust joint sizing by a technique described in recent work. Extensive experiments based on real data show that our approach finds robust sizing with only one year’s worth of hourly trace data. Moreover, assuming that solar data are available, given a database of load traces, we demonstrate how to perform robust sizing with access to only twelve data points of load, one for each month of one year.
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1 INTRODUCTION
With the rapid decline in the price of solar photovoltaic (PV) systems, commercial and residential buildings are increasingly using roof-mounted solar panels to generate energy. However, solar and load are both intrinsically uncertain, so solar generation never exactly matches consumption. This mismatch is balanced either using storage devices (e.g., batteries) [18] or by purchases from and sales to the electrical grid. Both storage devices and grid purchases add to system cost, so it is important to jointly size solar generation and storage systems to minimize this cost.

In this work, for simplicity, we consider the case of sizing solar and storage resources (or sizing pairs) for an off-grid residential or commercial building. Here, if solar panels and storage are under-sized the load cannot be fully met all the time, which inevitably decreases the comfort level of building occupants. On the other hand, if they are over-sized the capital cost is higher, which is also undesirable. The objective of our work, therefore, is to minimize the capital cost of installing solar panels and storage subject to system operational constraints and a quality-of-service (QoS) constraint on the unmet load.

Determining an optimal sizing pair for a given building is challenging because we typically have access to only limited data from the past and we want to size for the future. Even assuming that the past data well represents the future, the QoS actually achieved depends on the values realized by the solar and load processes. Thus, we can only meet probabilistic QoS constraints. For concreteness, a typical probabilistic QoS constraint is “the percentage of the unmet load during a fixed period (e.g., any consecutive period of 100 days) should not exceed a certain threshold (e.g., 5%)”. We call such a fixed period the QoS period.

Prior work by Kazhamiaka et al. [27] presented robust and practical techniques to compute a sizing pair. Their approach was found to work well when three years of hourly solar and load traces were available. In contrast, we consider situations where there is access to (a) only a single year of hourly trace data, and (b) when the data is in the form of daily or monthly aggregates of solar and load. As in prior work, to account for uncertainty, we consider a scenario-based robust design approach. By a scenario, we mean a possible realization of future events (that is, it is a trajectory of the underlying stochastic process). To deal with the problem of having a limited horizon of available data, we empirically compare several distinct approaches to generating synthetic data traces. Moreover, to accommodate consumers with access to only aggregated data—the common but more challenging case—we propose using a database consisting of complete hourly data from different consumers, using traces from the most similar user in the database to parametrize our generative models.

Our key contributions are:
• To combat the uncertainty of solar and load as well as the limited size of historical data, we propose to first generate synthetic traces using generative models and then feed them to an existing robust-sizing framework. We empirically compare the performance of three distinct generative models (ARMA, GMMs, and GANs) with two direct sampling methods based on real dataset in terms of the capital cost incurred by the sizing system and the number of unmet QoS constraints in testing years.
• We find that compared to the other two generative models, in our dataset an ARMA-based approach can always meet QoS constraints in testing years with only one year’s worth of historical trace data. Compared to the direct sampling methods, the ARMA-based approach generally incurs a lower capital cost.
• Assuming solar data and a database of typical consumer loads are available, our approach can determine a robust sizing with
access to only twelve monthly load data points, which is the typical case. In particular, the corresponding costs with the monthly load data are 2% to 14% higher than those computed with hourly data, which can be interpreted as the cost of having incomplete information.

The organization of rest of the paper is as follows. In Section 2 we briefly summarize related work. In Section 3 we describe the system model and our research focus. In Section 4 we sketch prior work on a robust sizing framework, and in Section 5 we extend it to accommodate aggregated data. Our generative models are presented in Section 6, and the experimental results are shown in Section 7. We discuss our work and conclude in Sections 8 and 9, respectively.

2 RELATED WORK

2.1 Sizing Approaches

Mathematical approaches to solar and storage sizing fall into three general classes: mathematical programming, simulation, and analytical methods. In the first class, sizing is formulated as an optimization problem. Here, both the sizes of solar panels and storage, as well as the system operation—such as choosing when to charge or discharge storage, and by how much, are treated as optimization variables (e.g., [15, 16, 20, 25, 30]). For example, Chen et al. [16] study storage sizing in the context of the daily operation of a microgrid. They formulate a mixed-integer linear program, where the renewable energy is an input forecast using historical data. Similarly, Jabr et al. [25] formulate a two-stage robust optimization for storage sizing on transmission networks and Cervantes et al. [15] compute the joint sizing of solar panels and storage using a mixed-integer stochastic optimization problem with 24-hour planning horizon. Although we also formulate the problem as an optimization problem, we find that using simulations to compute sizing pairs is faster in practice.

Simulation has also been used in prior work to size solar and storage systems. Simulations require the pre-specification of the system operation policy. Compared to optimization approaches, these operation policies are generally non-optimal. However, simulations can use more-accurate, complex, non-linear storage models and the control rules specified are easy to implement in practice. Studies using this approach include References [12, 27, 28]. We also use simulations in our work. In contrast to prior work, the simulations use synthetic load and solar traces.

Analytical approaches to storage sizing treat storage as an energy buffer analogous to a data buffer in a communication network. Recently, several mathematical techniques that were originally used in data networking have been applied to energy storage, for example, Lyapunov optimization [34] and stochastic network calculus [26]. In particular, Lyapunov optimization technique has been exploited by Sun et al. and Guo et al.[23, 41] for storage charging/discharging control under uncertainty. The work that is closest to ours, by Kazhamiaka et al. [27] uses stochastic network calculus for robust sizing of solar panels and storage. This approach is also compared with optimization and simulation methods. Prior work using mathematical approaches either focus on storage sizing alone or assume the availability of rich historical data (i.e., several years of hourly data). We instead focus on joint robust sizing of solar panels and storage with limited access to historical trace data.

2.2 Generative Models

In renewable-energy energy systems, many operational decisions involve uncertainty due to the intrinsic randomness of renewable generation and load. Typically, we have access to traces of sample paths generated by the underlying random processes and sizing has to be robust in that the QoS constraint should be met for a large percentage of possible sample paths or realizations. Scenario-based methods generate many such realizations and ensure that the sizing is suitable for all or a large percentage of them. This approach is commonly used in energy applications such as unit commitment and frequency regulation [24, 36, 44]. However, the performance of scenario-based decisions depends on the number of scenarios and how well they follow the distribution of real data.

Commonly-used approaches for scenario generation include time-series approaches, probablistic approaches, and neural network (NN)-based approaches. These generative models are usually built based on historical data and then used to produce synthetic samples or scenarios. In our work, we develop generative models using all three methods. We discuss prior work using these methods next.

In a time-series approach, models such as autoregressive moving average (ARMA) and autoregressive integrated moving average (ARIMA), capture the time correlation between data points [19, 33]. In contrast, with a probablistic approach, data sequences are characterized by probabilistic models such as Gaussian mixture models [35, 39, 42], the Weibull distribution [14, 31, 38], and Markov chain [27].

Unlike the previous two approaches, which require either statistical or probabilistic assumptions that may not hold in practice, a NN-based approach is data-driven. They have been found to outperform the other two approaches when given access to rich data input [10]. NN-approaches include wavelet neural networks, Bayesian neural networks, multi-layer perceptrons, and radial basis function networks. A systematic review on recent developments of NN applications in solar and wind energy systems can be found in References [10, 43].

More recently, generative adversarial networks (GANs) [9, 22, 32] have been widely adopted for generating images in computer vision and broadly in the machine learning community. They have been shown to outperform several state-of-the-art machine learning approaches in some contexts. For example, Chen et al. [17] use GANs to generate data for multiple renewable resources, and also to generate data conditioned on different events. Given the recent interest in this approach, we also use GANs to generate scenarios and compare the performance of this approach with those generated using classical (ARMA and GMM) approaches.

3 SYSTEM MODEL

In this section, we describe the system model and formulate an optimization problem for optimal and joint sizing of solar and storage under an ideal case where the realization of solar and load is available. We then focus on robust sizing with limited data.

3.1 Notation

The setting for our work is a commercial or residential building that is equipped with both solar panels and an energy storage device. Denote the capacity of the storage device by $C$ (in kWh) and the
maximum generation capacity of solar panels by $B$ (in kW). Let the price of one storage cell and one solar panel be $\pi_C$ (in \$/kWh) and $\pi_B$ (in \$/kW), respectively. Then the capital cost of installing the solar panels and battery is $B\pi_B + C\pi_C$.

Consider a time-slotted system with time periods indexed by $t$. Denote the length of each time slot by $T_u$ (e.g., one hour), the horizon (i.e., the total number of time slots under study) by $T$, the energy state of the battery at the end of the $t$-th time slot by $E(t)$, and its initial energy state by $U$. Denote the solar power generated at time slot $t$ by $S(t)$; the load power at time slot $t$ as $D(t)$, and the charging and discharging powers in time slot $t$ by $P_C(t)$ and $P_d(t)$, respectively.

### 3.2 System Operation and Problem Formulation

We now discuss how to formulate the joint sizing problem as an optimization problem. Recall that to solve this problem we would need to accurately forecast hourly solar and load values for the lifetime of the equipment, approximately 25 years. Although this is impossible in practice, formulating the problem in this way allows us to be precise in specifying our optimization goal.

The system operation in each time slot is depicted in Fig. 1. In each slot, part of the solar generation, denoted by $P_{dir}(t)$, can be used directly to match (possibly partly) the load, while another part, denoted by $P_C(t)$, can be used to charge the battery. The storage operation is modeled using linear Model 1* from [29], which has been shown to be more accurate than the commonly used linear model, which ignores the energy limits’ dependency on the charging/discharging power. The distinguishing feature of Model1* is that the effective lower (resp. upper) bound on $E(t)$ varies linearly with $P_d(t)$ (resp. $P_C(t)$) and $B$. Besides solar generation, the load can also be supported in part or totally by storage discharging with a power denoted by $P_d(t)$. It is possible that there is some unmet load, represented by $\delta(t)$, if the power from both solar and storage is insufficient.

We now state the optimization problem. Consider an ideal case in which the realization of $\{S(t), D(t)\}_{t=1}^{T}$ and the storage parameters are provided. The objective of the system is to minimize the capital cost subject to the battery operational constraints and a QoS constraint on the unmet load. For concreteness, suppose that we require that the percentage of the unmet load during a fixed period (e.g., 100 days) not exceed a pre-designed threshold denoted $\theta$ (e.g., 5%). Such a fixed period $T$ is called the QoS period. In practice, the value of $T$ is specified by consumers, and the higher the value of $T$ the more tolerant the system. If consumers have more stringent requirement on the system, we can set a smaller value of $T$ (e.g., 30 days or 10 days). Then, in the ideal case, the optimization problem can be formulated as follows:

$$\begin{align*}
\min & \quad B\pi_B + C\pi_C \\
\text{s.t.} & \quad P_C(t) + P_{dir}(t) \leq S(t)C, \forall t
\end{align*}$$

(1)
period. For the first case, we propose three different generative models and two direct sampling methods for generating synthetic data, and then feed data into an existing robust sizing framework. For the second case, we use a database of available traces to find the closest-matching consumer for the target cost.

Note that generative models are used to produce synthetic data, which are then used for sizing. Thus, below we first describe the robust sizing method in Section 4. We extend this method to accommodate aggregate data in Section 5. Finally, generative models for synthetic trace generation are discussed in Section 6.

4 ROBUST SIZING WITH CHEBYSHEV BOUNDS

As we noted in the last section, robust sizing is necessary because solar and load observed in the future is unlikely to be identical to historical observations. Additionally, due to the limited size of historical data, the extracted historical model may be inaccurate. The idea of robust sizing is to explicitly account for model uncertainty and inaccuracy.

4.1 Sizing Curves

Instead of solving an optimization problem, we assume a storage operating policy by which solar generation is used to maximally support load. This operating policy may be non-optimal in the sense of the the optimization problem in Section 3.2, but is rational and easy to implement. Specifically, in each time slot, solar generation is first allocated to meet load. If this is insufficient, we then discharge storage to support load under its operational constraints (4)(7)(8). However, if there is sufficient solar generation, the excess is used to charge storage under the storage operational constraints (4)(6)(8).

We make the realistic assumption that the storage capacity \( B \) can only take one of \( d \) different values from the set \( \{B_1, B_2, \cdots, B_d\} \) with the elements in ascending order; similarly, the size of solar panels \( C \) can only take on one of \( c \) different values from the set \( \{C_1, C_2, \cdots, C_c\} \) with the elements in ascending order. Consequently, there are at most \( bc \) different combinations of the sizing pairs \( (B, C) \). We denote a pair of solar and load traces \( \{S(t), D(t)\}_{t=1}^{T} \) as a scenario. Given a scenario and an operating policy, we define a sizing curve to be the set of sizing pairs \( (B_i, C_j) \) on the Pareto frontier; that is, given a particular value of \( B \) (resp. \( C \)), no smaller value of \( C \) (resp. \( B \)) meets the QoS criterion.

Note that solving the optimization problem in Section 3.2 allows us to compute an optimal sizing pair \((B, C)\) for any scenario as the least-cost point on the corresponding sizing curve. However, using this approach to compute a sizing pair in practice would require us to accurately predict the future. Instead, we adopt the recommendation in Reference [27], which is to (a) generate a set of potential future scenarios; (b) use simulations to find a sizing curve for each scenario; (c) denote the least-cost point on it as the sizing pair for that scenario, then (d) use a multivariate Chebyshev bound to find a robust optimal sizing pair.

Note that Kazhamiaka et al. [27] study only Gaussian mixture models (GMMs) for generating scenarios. In contrast, we discuss several methods for scenario generation in Section 6. Moreover, they choose the robust optimal sizing pair as the one with the least cost from the upper right quadrant of the ellipsoid representing the multivariate Chebyshev bound. However, in our experimental evaluation, we found that this approach often leads to over-sized values of \( B \) and \( C \), and sometimes the least cost point in the upper right quadrant is clearly under-sized compared to other points on the ellipse (i.e., has a lower value of both \( B \) and \( C \) compared to other points on the ellipse, and hence dominated). Therefore, we replace the multivariate bound with a univariate Chebyshev bound on \( B \) and \( C \) [1].

4.2 Univariate Chebyshev Bounds

We begin by describing how to build a univariate Chebyshev bound on \( C \) (the univariate Chebyshev bound on \( B \) is similar). Given \( N \) potential future scenarios, we use simulations to construct \( N \) sizing curves denoted by \( K_n, n \in \{1, 2, \cdots, N\} \). For curve \( K_n \) and a value of \( B \) as \( B_i \), we denote the corresponding Pareto-optimal value of \( C \) by \( K_n(B_i) \). Conversely, if the value of \( C \) is \( C_j \), we denote the corresponding Pareto-optimal value of \( B \) under \( K_n \) by \( K_n^{-1}(C_j) \).

For a value \( B_i \), denote the set of all Pareto-optimal values of \( C \) by \( L_{B_i} \), i.e.,

\[
L_{B_i} = \{C : K_n^{-1}(C) = B_i, n = 1, \cdots, N\}. \tag{11}
\]

Let \( N_{B_i} = |L_{B_i}| \). Note that for a certain value \( B_i \), for some sizing curves, there may be no feasible corresponding \( C_i \). Thus \( N_{B_i} \leq N \).

Using the points in \( L_{B_i} \), we can compute a sample Chebyshev bound on \( C \) based on Theorem 1 in [40] as follows:

\[
\begin{align*}
\rho \left( |C - \mu_{C, B_i}| \geq \lambda \sigma_{C, B_i} \right) & \leq \min \left\{ 1, \frac{1}{N_{B_i} + 1} \left( \frac{(N_{B_i} + 1)(N_{B_i}^2 - 1 + N_{B_i} \lambda^2)}{N_{B_i} \lambda^2} \right) \right\}, \tag{12}
\end{align*}
\]

where \([\cdot]\) is the floor operator, \( \mu_{C, B_i} \) is the sample mean, \( \sigma_{C, B_i} \) is the unbiased estimate of standard deviation, and \( \lambda > 0 \) is a QoS parameter. Under the assumption that the values of \( C \) in \( L_{B_i} \) are i.i.d. samples under some distribution, the above inequality provides a probability on how the random variable \( C \) can deviate from its sample mean.

For robust design, the value of \( C \) is set to be

\[
C^*_B = \mu_{C, B_i} + \lambda \sigma_{C, B_i}, \tag{13}
\]

where the value of \( \lambda \) is determined as the smallest one satisfying

\[
\frac{1}{N_{B_i} + 1} \left( \frac{(N_{B_i} + 1)(N_{B_i}^2 - 1 + N_{B_i} \lambda^2)}{N_{B_i} \lambda^2} \right) \leq 1 - \gamma. \tag{14}
\]

In this approach, a parameter \( \gamma \) denotes a confidence measure, which controls the level of robustness. In particular, the higher the value of \( \gamma \), the more robust the sizing design.

Following this procedure, we find \( C^*_B \) for each \( B_i \). The pairs of points \( (B_i, C^*_B) \) are interpolated to form a curve, which we call the Chebyshev curve on \( B \). Similarly, we construct the Chebyshev curve on \( B \) by considering each fixed value of \( C \), and then create the Chebyshev bound on \( B \) similar to the inequality (12). The upper envelope of the Chebyshev curves on \( B \) and \( C \) represents the system sizings that are robust with respect to both \( B \) and \( C \) with the confidence measure \( \gamma \). The final robust sizing pair is determined as the one with the minimum capital cost on the upper envelope.

1Although the full text of this submission is accessible to reviewers, it has been anonymized for double-blind reviewing.
Consider the QoS period $T$ equal to 100 days. As an example, in Fig. 2, based on 365 sizing curves, we construct the Chebyshev curves on $B$ and $C$ and then find a robust sizing pair on the upper envelope. The scenarios in Fig. 2 are generated by boosting, described in Section 6.4. The parameter $\gamma$ is set to be 0.97.

## 5 SIZING FOR CONSUMERS WITH AGGREGATED DATA

Thus far, we have assumed that consumers have access to at least one year of hourly solar and load data (i.e., $24 \times 365$ data points for solar and load respectively). In practice, hourly data is rarely available. Moreover, some consumers are only willing to provide aggregated data (e.g., monthly/daily) due to privacy concerns. Such aggregated data can be easily obtained from monthly electricity bills or from utility providers’ consumer-facing websites.

Note that the main challenge is to generate synthetic hourly data that is representative of future load patterns of the target consumer; once this is done, the trace pair can be fed into our robust sizing framework described in Section 4. To address this challenge, we match aggregated load values with loads in a database of hourly load traces, summarized here:

**Step 1: Find the most similar consumer in the database.** Assume that we have a database $S$ consisting of $N$ consumers with hourly solar and load data. Using the database, we find the traces most similar to the target consumer in terms of aggregated load consumption and solar generation respectively. To eliminate issues with scaling, aggregated data are first normalized to lie in $[0,1]$.

Specifically, let the monthly aggregated data be provided by a target consumer $U$. Denote the normalized load consumption and solar generation of consumer $U$ in the $m$-th month as $l_u,m$ and $s_u,m$, respectively. Analogously, denote the normalized load consumption and solar generation of consumer $i \in S$ as $l_i,m$ and $s_i,m$, respectively. Then, the most similar consumer is defined as:

$$V_l = \arg \min_{i \in S} \sum_{m \in M} |l_i,m - l_u,m|$$  \hspace{1cm} (load)  \hspace{1cm} (15)

$$V_s = \arg \min_{i \in S} \sum_{m \in M} |s_i,m - s_u,m|$$  \hspace{1cm} (solar)  \hspace{1cm} (16)

where $M$ is the set of all months.

**Step 2: Generate synthetic hourly data.** After obtaining the most similar consumers $V_l$ and $V_s$, we generate synthetic hourly data based on a generative model (see Section 6) of $V_l$ and $V_s$.

**Step 3: Adjust the magnitude of synthetic hourly data for the target consumer.** Specifically, the generated hourly data in the $m$-th month in Step 2 is multiplied by $l_u,m/l'_u,m$, where the superscript $'$ indicates the original un-normalized data. That is, the hourly scaling factors are approximated by the monthly ones. As another example, for daily aggregated load data, the generated hourly data on the $d$-th day of the $m$-th month in Step 2 are multiplied by $l''_u,d/m/l'_u,d,m$, where $l''_u,d,m$ is the un-normalized load on the $d$-th day of the $m$-th month.

## 6 SYNTHETIC TRACE GENERATION

In this section we introduce three generative models for generating synthetic solar and load traces: autoregressive moving-average (ARMA) models, Gaussian mixture models (GMMs), and generative adversarial networks (GANs). For comparison, we also consider two simple direct sampling (boosting) methods. We choose to model solar and load separately (as opposed to jointly) to reduce model complexity. The three generative models are very different in nature. For ARMA, we parameterize one model per month, i.e., twelve models for one year. For GMMs, we parameterize one model per clock time (e.g., 9am or 11pm) per season, i.e., 96 models for solar and double that for load, which we explain in Section 6.2. For GANs, we parameterize a unique model for one year.

### 6.1 Autoregressive Moving-Average Models

The time series of solar generation and load are generally non-stationary due to diurnality, seasonality, and long-term trends [27]. For a non-stationary time series $X(t)$, a classical decomposition model of $X(t)$ can be represented by:

$$X(t) = m(t) + s(t) + Y(t), \hspace{2cm} (17)$$

where $m(t)$ is a slowly changing trend component, $s(t)$ is a seasonal component with a period $d$ that satisfies $\sum_{i=1}^{d} s(i) = 0$, and $Y(t)$ is a stationary random noise with mean zero [13]. What we suggest is to characterize $\{Y(t)\}$ using ARMA models, which have been widely used for modeling stationary time series data in energy applications. In particular, an ARMA$(p, q)$ model describes the following type of time series:

$$Y(t) = \sum_{i=1}^{p} \phi_i Y(t-i) + \epsilon(t) + \sum_{i=1}^{q} \theta_i \epsilon(t-i),$$

where $\epsilon_t$ is white noise.

To extract ARMA models from real data, we first divide data into a small number of periods (e.g., seasons or months), and then we build an ARMA model for each period. To get the stationary times series $\{Y(t)\}$, we need to first remove the deterministic components $m(t)$ and $s(t)$.

First consider the removal of the seasonal component $s(t)$. The periods of a time series can be easily observed in the frequency domain by plotting the periodogram [5]:

$$I(\omega_k) = \frac{1}{T} \sum_{t=1}^{T} x(t) \exp(-2\pi(t-1)\omega_k i) \right|^{2},$$

where $\{x(t)\}$ are the observations of the time series, $\omega_k = k/T, k = 1, \cdots, [T/2]$ with $[\cdot]$ denoting the largest integer less than or equal to the number inside, and $i$ is the imaginary unit.

As an example, in Fig. 3, we show the periodogram of one-year hourly data of solar and load downloaded from the Pecan Street Project.
I(\omega_k) = \frac{1}{\omega_k}, where \omega_k corresponds to the frequency leading to the dominant peak in the spectral density \( I(\omega_k) \). Based on this analysis, for solar data, we find the dominant period to be 24 hours (the daily cycle). For load data, the dominant peak is derived as one year. Nevertheless, since we focus on having access to only one-year of historical data, we revert to the secondary-peak period of 24 hours.

To remove the seasonal component, we first use a moving average technique. Specifically, let \( d = 2q \), i.e., \( q = 12 \). We first estimate the trend component as follows:

\[
\hat{m}(t) = (0.5x(t – q) + x(t – q + 1) + \cdots + 0.5x(t + q))/d,
\]

where \( q < t \leq T – q \). Next, we estimate the seasonal component \( s(t) \). For each \( k = 1, \cdots, d \), consider the de-trended data points \( \{x(k + jd) – \hat{m}(k + jd), q < k + jd \leq T – q, j = 1, \cdots, d\} \), and denote their average by \( \hat{w}_k \). Then the seasonal component \( \hat{s}_k \) can be estimated as follows:

\[
\hat{s}_k = \begin{cases} 
\hat{w}_k - \frac{1}{d} \sum_{i=1}^{d} w_i, & k = 1, \cdots, d, \\
\hat{s}_{k-d}, & k > d,
\end{cases}
\]

which can be verified to satisfy the constraints in equation (17). The de-seasonalized data \( \{d(t)\} \) can be obtained as

\[
d(t) = x(t) – \hat{s}(t), \quad t = 1, \cdots, T.
\]

We then remove the trend component from the de-seasonalized data \( \{d(t)\} \) by exponential smoothing. Specifically, we re-estimate the trend component of \( \{d(t)\} \) as follows:

\[
\hat{m}(t) = ax(t) + (1 – a)\hat{m}(t-1),
\]

and \( \hat{m}(1) = x(1) \). The parameter \( a \in (0, 1) \) needs to be tuned based on data. The estimate of the residual time series that we model is \( \hat{y}(t) = x(t) – \hat{m}(t) – \hat{s}(t) \).

To determine the values of \( p \) and \( q \) in ARMA, a common practice is to try different combinations of \( (p, q) \) and choose the one with the minimum Bayesian information criterion (BIC) or Akaike information criterion (AIC). To generate synthetic time sequence, we first use the derived ARMA model to generate the noise time series \( \{y(t)\} \), then add \( \hat{m}_t \) and \( \hat{s}_t \) back to \( y_t \) to get the final time sequence.

### 6.2 Gaussian Mixture Models

The distribution of a GMM can be represented by \( \sum_l l \pi_l \mathcal{N}(\mu_l, \sigma_l^2) \), where \( l \) is the number of Gaussian components, \( \pi_l \) is the probability associated with the \( l \)-th Gaussian component, \( \mu_l \) is the mean and \( \sigma_l^2 \) is the variance of the \( l \)-th Gaussian component. Empirical distributions of solar and load data usually exhibit multiple peaks as exhibited in Figure 4, consistent with a mixture model such as a GMM. In addition, GMMs have been extensively used for solar and load modeling in prior work [8, 11, 35, 39, 42].

For data modeling, we divide the annual historical data of solar and load into four seasons (i.e., spring, summer, fall, and winter). For each season we then build a GMM for each hour. Using this method, we implicitly assume independence between time slots. For load data, we additionally separate working days and non-working days since load consumption during working days is generally higher. Therefore, there will be \( 24 \times 4 = 96 \) GMMs for solar, and \( 2 \times 24 \times 4 = 192 \) GMMs for load. Such GMMs are also used in Reference [27] to generate solar and load data.

### 6.3 Generative Adversarial Networks

GANs have been widely applied in computer vision and machine learning areas for generating images [9, 22, 32, 37]. We now present a brief sketch of their working. The original GANs proposed in [22] are composed of two adversarial players: a generator (denoted by \( G \)) and a discriminator (denoted by \( D \)), playing a minmax game. The input of \( G \) are samples from a prior distribution denoted by \( p_z \) (e.g., Gaussian), and the output \( G(z; \theta_g) \) are generated samples in the real data space, where \( \theta_g \) denote the network parameters. Denote the underlying distribution of historical data by \( p_{\text{data}} \). Unlike GMMs, GANs do not explicitly learn the expression of \( p_{\text{data}} \). Denote the distribution of the generated samples as \( p_g \). In contrast, the input of \( D \) can be either real samples or generated samples from \( G \), and the output \( D(x; \theta_d) \) is the probability of the sample coming from the real data distribution \( p_{\text{data}} \). The objective of \( G \) is to fool \( D \) by producing realistic samples, and the corresponding optimization is formulated as follows:

\[
\min_G \mathbb{E}_z[\log(1 – D(G(z)))].
\]

In contrast, \( D \) aims to reject samples coming from \( G \). The networks of \( G \) and \( D \) are usually deep neural networks, and are simultaneously trained with the overall objective function as follows:

\[
\min_G \max_D V(D, G) = \mathbb{E}_x[\log D(x)] + \mathbb{E}_z[\log(1 – D(G(z)))]
\]

For illustration, in Fig. 5, we show a schematic diagram of GANs for generating synthetic data. It can be proved that at the Nash equilibrium \( p_g = p_{\text{data}} \). That is, \( G \) can produce samples exactly following the data distribution \( p_{\text{data}} \), and thus \( D \) cannot distinguish between generated samples and real samples.
The above GANs were proposed by Goodfellow et al. [22]. It was shown that it can suffer from ‘mode collapse,’ which causes low output diversity. This is undesirable in our case, since we hope to simulate as many patterns of historical data as possible. The objective of $G$ in the expression (20) can be understood as minimizing the Jensen-Shannon divergence between $p_{data}$ and $p_{g}$. In [9], Wasserstein GANs (WGANs) is proposed in which the objective of $G$ is replaced by an approximation of Earth-Mover (EM) distance or Wasserstein-1. Among several other advantages, with WGANs, the phenomenon of mode collapse can be largely reduced.

There are several approaches to improving the performance of GANs [21]. For example, we can assign a label for each training sample so that the underlying distribution can be learned in a supervised fashion [32]. In our case, such labels can be monthly-based. Chen et al. [17] apply conditional GANs to energy applications to generate event-based scenarios for wind and solar. However, to ensure a satisfactory performance, a large amount of training data may be required.

### 6.4 Direct Sampling Methods

In contrast to the generative models discussed so far, we now present two simple direct sampling methods, by which the sample sequences are directly collected from historical data without help of any generative models. Unlike generative models, these can only produce a limited number of scenarios.

The first method is **boosting**. In this approach, for a paired one-year historical data of solar and load, we first construct a circular data sequence by joining their two ends. Then, starting from the beginning of each day, we collect a block of $T$ days to form a scenario. Another direct sampling method is to only collect non-overlapping data without boosting, which we call a **non-boosting** method. As an example, if the QoS period $T$ is equal to 100 days, there will be 365 scenarios for boosting and 3 scenarios for non-boosting in one year.

### 7 NUMERICAL EVALUATION

Since our sizing method cannot be directly compared to previous sizing approaches, in this section, we compare the performance of ARMA, GMMs, GANs, and the direct sampling methods in our sizing problem. We use four years (2013-2016) of data representing paired solar generation and load for 19 homes obtained from the Pecan Street Dataport [4]. We set the unit capital cost of solar panels, $\pi_C$, to be USD 2.5/W, and the unit capital cost of storage, $\pi_B$, to be USD 460/kWh [7]. The battery model parameters, which are summarized in Table 1, are calculated by following the calibration steps in [29], and correspond to Lithium-Nickel-Manganese-Cobalt battery chemistry [2, 3]. For every simulation, the initial energy state of the battery is set to be 50% of its maximum capacity.

We consider the QoS period to be 100 days and set $\theta = 5\%$, i.e., the total amount of the unmet load should not exceed 5% of the total load during 100 consecutive days. Since we focus on sizing with one-year historical data, the experiment is implemented using leave-three-out strategy. That is, the synthetic data produced by either the generative models or the direct sampling methods are based on one-year training data, and then fed to the robust sizing framework. The resulting sizing pair is then tested on the other three years.

The value of the confidence measure $\gamma$ in equation (14) is set to be 0.97. For each testing year, we treat the data sequence of solar and load as circular by joining its two ends, and then check the QoS constraint (9) for all blocks of 100 days. Thus, given a testing year with 365 days, there are 365 scenarios to check.

The generative models are built separately for solar and load. The parameters of each generative model are set as follows.

- **ARMA**: For each training year, we build an ARMA model for each month. We set $q = 1$ and the maximum value of $p$ to be 10. The best combination of $(p, q)$ is chosen as the one with the minimum BIC. The value of $\alpha$ in the equation (19) is set as 0.4 using cross-validation.

- **GMMs**: The models are built based on the description in Section 6.2. To determine the number of Gaussian components $I$ in each GMM, we test the value of $I$ from 1 up to 4 and choose the one that leads to the minimum BIC.

- **GANs**: We use the same parameter setup as that in [17], in which GANs are applied to generate wind and solar data. The model architecture is inspired by deep convolutional GANs [37] and WGANs [9]. To fit the structure of convolutional layers, we feed data with a 10 min resolution. We additionally assign a label to each training sample based on months for supervised learning. For each training year, the real data (i.e., input to $D$) are formed by normalized data collected from 19 homes in the Pecan Street dataset.

Note that generative models based on ARMA and GMMs can be fit using data only for the target consumer. In contrast, GANs generally require a large amount of data for good performance, which is more than can be obtained from the target customer alone. To give GANs a better chance, we augmented the training data used for GANs with more data (19 homes). This gives GANs an extra advantage in terms of training data input. Essentially, GANs are trying to learn a general pattern of normalized data for all homes. Once the training is completed, the synthetic traces are unnormalized for the target consumer with respect to its maximum 10 min. amount.

With the generative models we can produce as many ‘future’ traces as we need. A large number of scenarios is preferred so that a variety of solar and load patterns can be captured. In our experiment, we gradually increased the number of scenarios until the improved performance is negligible. Concretely, we generate 500 annual hourly traces for solar and load respectively, and thus we have 500 annual scenarios. For each annual scenario, we randomly pick a block of 100 days, so we have 500 scenarios in total. For the direct sampling methods, we generate the maximum allowed number of scenarios. That is, there are 365 scenarios for the boosting method and 3 scenarios for the non-boosting method.

---

**Table 1: Battery model parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\theta$</th>
<th>$\eta_g$</th>
<th>$\eta_1$</th>
<th>$\eta_2$</th>
<th>$\eta_1$</th>
<th>$\eta_2$</th>
<th>$\eta_3$</th>
<th>$\eta_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>1</td>
<td>1</td>
<td>0.053</td>
<td>-0.125</td>
<td>0</td>
<td>1</td>
<td>0.99</td>
<td>1.11</td>
</tr>
</tbody>
</table>

---

5This is much more stringent than the analysis in Reference [27], which used a leave-one-out approach.
7.1 Comparison of Generative Models

We first compare the performance of generative models in terms of how well they can capture certain characteristics of the training data. The figures we show are based on one home in 2016. We carried out the analysis for 10 other homes, which have similar performance results; these are elided for reasons of space.

In Figs. 6 and 7, we compare synthetic hourly data with the real hourly data in the dataset for both load and solar traces. Visually, the synthetic data show similar peaks and bottoms to those of real data and while exhibiting slightly different behaviour. We can clearly see that for solar power, basically all generative models exhibit diurnality. In particular, the data generated by ARMA is observed to be the most similar to the real data. Concretely, based on Fig. 6, the average Euclidean distance between the real data point and the point generated by ARMA, GMMs, and GANs is 0.02, 0.04, and 0.05 respectively.

In Fig. 8, we show the statistical comparison for load. Fig. 8 (1) shows the empirical cumulative distribution function (CDF) for one-year hourly data. The curves for ARMA and GMMs are visually similar to the CDF computed for real data, while the curve of GANs deviates from that of real data. In Fig. 8 (2)(3), we check the sample autocorrelation for hourly and daily data. For a time series \{X(t)\}, the autocorrelation with respect to lag k measures the correlation between X(t) and X(t + k). Note that the curve of ARMA closely resembles that of the real data for both hourly and daily data, while GANs have the highest deviation. In particular, for the daily case, the sample autocorrelation of GANs is negative at the beginning and then quickly approaches zero, which is not observed in the real data. This indicates that our GANs do not adequately capture the daily autocorrelation behaviour.

In Fig. 9 we compare the same statistics for solar. We can see that all generative models are capable of characterizing the CDF of the training data. Regarding the sample autocorrelation for hourly data, the curves of all generative models resemble that of real data, with GANs deviating a bit at the peaks. The comparison for the daily case is similar to load. Again, the sample autocorrelation of GANs is observed to approach zero quickly. The large statistical deviation from the training data indicates that GANs may under-fit the data.

7.2 Sizing with Complete Hourly Data

We first assume that the target consumer has complete hourly data for solar and load, and we wish to size for the next year. Note that the only difference between the columns in Table 3 is how the synthetic traces are generated. That is, once the synthetic traces are obtained, they are fed into the same robust sizing framework, as described in Section 4. For the non-boosting method, since there are only 3 scenarios, we simply derive 3 scenario-based sizing pairs by solving the optimization problem in Section 3.2. Hence, the robust sizing pair is then chosen as the one with the highest capital cost. In Table 3 we show the results of one typical home. The conclusion is similar for the 10 other homes that we evaluated.

In Table 3, the different methods of synthetic trace generation are compared on (a) the capital cost of the system using robust sizing and (b) the total number of the failed tests (i.e., \(\sum_{t=1}^{T} \delta(t)/\sum_{t=1}^{T} D(t)\)) in the three testing years (i.e., the years not listed in column 1). Note that both ARMA and boosting approaches result in zero failed tests, i.e., the sizing sufficiently satisfied the load constraint for every test scenario. However the cost of the system sized with the boosting approach is much higher. For example, for training year 2013, the cost using boosting is 12% higher than ARMA, and for the training year 2015, is 25% higher. We also notice that GMMs tend to under-size and thus generally result in a high number of failed tests. The performance of systems sized with GAN-generated scenarios performance is similarly poor. We attribute this to its under-fitting of the training data. Unsurprisingly, the non-boosting method leads to the highest number of failed tests due to the insufficient number of scenarios in the training phase.

We now consider the degree to which the different scenario-generation techniques meet the load in the testing years. For each testing year, denote the value of \(\sum_{t=1}^{T} \delta(t)/\sum_{t=1}^{T} D(t)\) as the percentage of the unmet load. In Fig. 10, given one training year, we additionally show the empirical CDF of the percentage of the unmet load for all testing years with the vertical dashed line in each sub-figure representing the upper bound \(\theta\). Recall that \(\theta = 5\%\) in our experiment setup. Consider the event that the percentage of the unmet load is less than or equal to \(\theta\), i.e., the QoS constraint is satisfied. For ARMA and boosting, the corresponding event probability is 1. In fact, the percentage of the unmet load for these two is generally below 2% in the testing years 2013 and 2016. For GMMs and GANs, the failed tests all come from the testing year 2015, and the corresponding probability is around 0.7. For non-boosting, the corresponding probability is low with the value around 0.4 or 0.7. This result further demonstrates that an ARMA-based synthetic trace generation approach is superior to the others that we studied.

7.3 Sizing with Aggregated Data

We now consider sizing with access only to the target customer’s aggregated data. The database for selecting a similar consumer consists of 19 homes located in Austin, Texas, USA, which are randomly chosen from the Pecan Street dataset. Note that in practice a large database including consumers with different consumption patterns is preferred. Thus, given a target consumer we can find a more accurate similar consumer. We assume that the hourly solar data of the target consumer is always available (i.e., only the load trace is coarse-grain), since hourly solar data can be obtained using systems such as the System Advisor Model (SAM) [6], which collate publicly-available weather data.

We consider two levels of aggregation: monthly and daily. In the monthly case, we only have 12 data points for the target consumer, each representing the aggregated monthly load consumption. For the daily case, we have 365 data points each representing the daily consumption. Since we found ARMA to have the best sizing performance in terms of the capital cost and the number of failed tests, we use ARMA to generate synthetic data.

For both monthly and daily data, the total number of failed tests is zero in all three testing years. In Fig. 11, we use the x-axis to denote the training year, and the y-axis to denote the capital cost. For comparison, we also list the cost under the complete hourly data.

Note that with the monthly data, the corresponding costs are 2% to 14% higher than those computed with hourly data. This can be understood as the cost of having incomplete information. As the time resolution of aggregated data is increased to daily, it is interesting to find that the corresponding costs are actually 1-4% lower than with hourly data. Recall that in Step 3 in Section 5, to create synthetic
data for the target consumer, we multiply the generated hourly data on the same day by the same scaling factor. Thus, the resultant adjusted synthetic data may be smoother than the actual data. This may explain a lower value of sizing in the daily case. We additionally implemented experiment on weekly and bi-weekly data, and there is no clear increasing or decreasing trend regarding the capital cost when compared to the cost with hourly data.

8 DISCUSSION AND FUTURE WORK

Our work empirically evaluated several synthetic trace generation techniques in the context of robust sizing of solar and storage. Based on prior work [17], we began our work with high hopes for GAN-based synthetic trace generation. However, in the end, we were disappointed with the approach. To begin with, GANs need to be carefully trained and the architectures of $G$ and $D$ can affect the algorithm performance. However, there are only very loose guidelines in making architectural decisions such as the number of hidden layers and the use of convolutional layers. However, for model-based methods such as ARMA, we can build a model based solely on data from the target consumer using well-known standard procedures.

Recall that GANs are model-free in that we do not need to specify the model parameters of the underlying data. However, a large amount of training data may be required for a satisfying performance. Although we did provide the GAN-based approach with an extra advantage by giving it access to more data, the statistics (especially
for the long term) obtained from the generated samples deviate significantly from that of the historical data. We did find that GAN performance improved when the amount of input data increased. However, its performance was always worse than an ARMA-based approach in our experiments. It is possible that by using a different network architecture the performance of the GAN-based approach can be improved. However, such investigation is beyond the scope of our paper. Also, we point out that the comparison among generative models is data dependent. Based on our experiment, a model-based method such as ARMA seems to be advantageous. Comparing the generative models on other datasets is left as future work. Our expectation is that neural network-based approaches are commonly useful in more complex applications such as image generation, and classical time-series models may be good enough.

Second, in our experimental evaluation, we fixed the QoS period to be 100 days. In Fig. 2, we see that for this period, each scenario results in a distinct sizing curve. In contrast, when given a long QoS period, the variation of sizing curves diminishes. For example, in Fig. 12, for the QoS period equal to 365 days, we show the closely-spaced sizing curves and the robust sizing pair under ARMA with 500 different scenarios. In practice, the length of the QoS period is left to the consumer. For the shorter the QoS period, the more restrictive the sizing constraints. Generative models are especially useful when the QoS period is short because there may be substantial diversity of load and solar patterns for shorter durations.

Table 2: Comparison when training with one year complete hourly data, testing on three years

<table>
<thead>
<tr>
<th>Training year</th>
<th>Cost</th>
<th>Failed tests</th>
<th>Cost</th>
<th>Failed tests</th>
<th>Cost</th>
<th>Failed tests</th>
<th>Cost</th>
<th>Failed tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013</td>
<td>53765</td>
<td>0</td>
<td>42216</td>
<td>95</td>
<td>35412</td>
<td>0</td>
<td>62901</td>
<td>0</td>
</tr>
<tr>
<td>2014</td>
<td>49494</td>
<td>0</td>
<td>41014</td>
<td>95</td>
<td>34604</td>
<td>95</td>
<td>51140</td>
<td>0</td>
</tr>
<tr>
<td>2015</td>
<td>52577</td>
<td>0</td>
<td>36298</td>
<td>82</td>
<td>39998</td>
<td>179</td>
<td>65916</td>
<td>0</td>
</tr>
<tr>
<td>2016</td>
<td>52243</td>
<td>0</td>
<td>38390</td>
<td>146</td>
<td>60821</td>
<td>0</td>
<td>57808</td>
<td>0</td>
</tr>
</tbody>
</table>

Third, for the joint sizing with aggregated data, we use a Manhattan distance to measure the similarity between consumers (Eq. (15)(16)), which is linear with the difference of two points. Another common choice of distance is Euclidean distance, which is quadratic with the difference. To find a similar consumer with a smaller distance, we can enlarge the database by collecting complete data from more consumers, which is left as future work.

Finally, in this paper, we have focused on sizing with limited data (i.e., one-year historical data). Extending the proposed generative models on a different amount of historical data is left as future work.

9 CONCLUSION

We considered the robust and joint sizing of solar panels and storage using a synthetic trace-based robust sizing approach to mitigate limited historical data. We studied several trace generation models, i.e., ARMA, GMMs, GANs, as well as two direct sampling methods. The generated scenarios are then fed into a prior robust sizing framework. We found that an ARMA-based synthetic trace generation approach performed well, meeting the QoS criteria in all cases. Moreover, the greater the degree of aggregation, the more conservative the sizing. Thus, the techniques discussed in our work provide a robust foundation for sizing solar and storage systems in practical settings.
Table 3: Comparison when training with one year complete hourly data, testing on three years

<table>
<thead>
<tr>
<th>Training year</th>
<th>Cost</th>
<th>Failed tests</th>
<th>Cost</th>
<th>Failed tests</th>
<th>Cost</th>
<th>Failed tests</th>
<th>Cost</th>
<th>Failed tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013</td>
<td>37986</td>
<td>0</td>
<td>39175</td>
<td>0</td>
<td>33799</td>
<td>0</td>
<td>40302</td>
<td>0</td>
</tr>
<tr>
<td>2014</td>
<td>42852</td>
<td>0</td>
<td>47290</td>
<td>0</td>
<td>25709</td>
<td>185</td>
<td>44208</td>
<td>0</td>
</tr>
<tr>
<td>2015</td>
<td>38582</td>
<td>0</td>
<td>47528</td>
<td>0</td>
<td>22999</td>
<td>410</td>
<td>40318</td>
<td>0</td>
</tr>
<tr>
<td>2016</td>
<td>48122</td>
<td>0</td>
<td>49480</td>
<td>0</td>
<td>31680</td>
<td>19</td>
<td>48200</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 13: Empirical CDF of percentage of unmet load