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ABSTRACT

Over the past decade, Determinantal Point Processes (DPPs) have proven to be a mathematically elegant framework for modeling diversity. Given a set of items $N$, DPPs define a probability distribution over subsets of $N$, with sets of larger diversity having greater probability. Recently, DPPs have achieved success in the domain of recommendation systems, as a method to enforce diversity of recommendations in addition to relevance. In large-scale recommendation applications however, the input typically comes in the form of a stream too large to fit into main memory. However, the natural greedy algorithm for DPP-based recommendations is memory intensive, and cannot be used in a streaming setting.

In this work, we give the first streaming algorithm for optimizing DPPs under the Maximum Induced Cardinality (MIC) objective of Gillenwater et al. [15]. As noted by [15], the MIC objective is better suited towards recommendation systems than the classically used maximum a posteriori (MAP) DPP objective. In the insertion-only streaming model, our algorithm runs in $O(k^2)$ time per update and uses $O(k)$ memory, where $k$ is the number of diverse items to be selected. In the sliding window streaming model, our algorithm runs in $O(\sqrt{n}k^2)$ time per update and $O(\sqrt{n}k)$ memory where $n$ is the size of the sliding window. The approximation guarantees are simple, and depend on the largest and the $k$-th largest eigenvalues of the kernel matrix used to model diversity. We show that in practice, the algorithm often achieves close to optimal results, and meets the memory and latency requirements of production systems. Furthermore, the algorithm works well even in a non-streaming setting, and runs in a fraction of time compared to the classic greedy algorithm.
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- Theory of computation → Streaming models;  
- Information systems → Information retrieval diversity.
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1 INTRODUCTION

In many retrieval applications, results returned take the form of a list ordered by relevance scores. Such applications include search retrieval tasks and recommendation systems. In these cases, the algorithm typically returns a subset of items from some global item pool $N$, where a point-wise relevance score $r_i$ is assigned to each item $i \in N$. Unless a system explicitly takes diversity into account, items with high relevance scores are in general highly correlated with each other [25]. For recommendations however, the solutions typically require diversity in addition to relevance, since one major goal of the recommendations is to entice users to explore unfamiliar contents. As such, diversity has remained a critical focus of recommendation system research [17, 25, 31].

Determinantal Point Processes. Over the past decade, DPPs have proven to be a mathematically elegant framework for diversity [21]. Instead of assigning scores to items individually in $N$, a DPP can take into account negative correlations between different items and score sets of items as a whole. Scores of different sets are interpreted as probabilities, and sets with larger probabilities correspond to more diverse sets. To be precise, given a positive semi-definite matrix $L \in \mathbb{R}^{N \times N}$, a DPP is a probability distribution on $S \subseteq N$ defined by

$$\Pr(S) = \frac{\det(L_S)}{\det(L + I)}$$

where $L_S$ is the $|S| \times |S|$ submatrix induced by rows and and columns in $|S|$. To get a $k$-set of maximum diversity, one can solve a maximum
a posteriori (MAP) optimization problem:

$$\max_{|S|=k} \Pr(S) = \max_{|S|=k} \frac{\det(L_S)}{\det(L+I)}.$$  \hspace{1cm} (1)

In contrast with other probabilistic models, DPPs provide efficient algorithms for common operations such as marginalization, sampling, and conditioning [21]. Furthermore, an efficient greedy solution to the MAP problem above can be implemented in \(O(|N|k^2)\) time and performs well in practice [9]. Owing to the flexibility of DPPs, applications have been found in diverse areas such as document summarization, image search, product recommendation, and pose estimation [5, 19, 20, 29, 30].

In its original formulation, DPPs are limited to modeling negative local and global correlations. Recently, much work has gone into improving the weaknesses of the original DPP formulation, resulting in DPP variants which now allow for fixing the sample cardinality and modeling positive correlations [4, 11, 12, 14, 18, 22]. As a diversity measure however, one weakness of the MAP objective is that it is unstable under low rank conditions: if \(k > \text{rank}(L)\) then a \(k\)-set has zero probability of occurring. This strongly conflicts with the intuitive notion that recommending more items should increase user engagement. To address this issue, Gillenwater et al. [15] show that a maximum induced cardinality (MIC) objective better fits the setup of recommendation systems used in practice. The MIC objective aims to find a subset \(S\) which maximizes the expected cardinality of a subset selected by the DPP distribution within \(S\):

$$\max_{|S|=k, S \subseteq N} \sum_{E \subseteq S} \Pr(E | S) = \max_{|S|=k, S \subseteq N} \text{Tr}\left(I - (L_S + I)^{-1}\right).$$ \hspace{1cm} (2)

Need for diversity in streaming settings. In many large-scale applications, the input typically comes in the form of a stream, where input is fed to the algorithm in an online manner. We overload the notation used for the item pool \(N\) and refer to the items in the stream by \(N\). In applications, the entire stream is too large to fit into main memory, so techniques are needed to compress or summarize the stream. Such memory considerations are typically not considered in traditional DPP settings, as the item set is usually small. For instance, the fast greedy algorithm of Chen et al. requires memory proportional to \(O(|N|k)\) which is prohibitive in the applications described below.

One of the important applications of our work is in online recommendation systems. In these applications, users continuously perform web activities that are used as signals for item recommendations. For instance, in e-commerce, the user activities correspond to their interaction with retail products and the goal is to recommend them other relevant products. Similarly, in ads, the browse and search activities of users are utilized to show them ads they would be interested in. These approaches work as follows:

- For each user activity, a subset of items are selected. The way this selection is done is application specific and may use the current user activity and additional information.
- At the time when recommendations are to be made for a user, a set of candidate items is created as the union of all the selected items for this user over her past activities.
- The items in the candidate set are ranked\(^1\) and the top-\(k\) items are presented to the user as final recommendations.

It is then clear that the candidate set is streaming in nature, where whenever a user does a new activity, large number of relevant items are added to this set while the items corresponding to her oldest activity are discarded. Given this streaming candidate set for each user, we provide algorithms that generate recommendations that are engaging (depends on the ranking function) as well as diverse. In practice, large-scale recommendation systems have billions of users and each user does hundreds of activities a day. As such, practical recommendation algorithms face restrictive latency and memory requirements.

Many approaches have been adopted for recommendations in the streaming setting, using techniques such as non-negative matrix factorizations, graph neural networks, and neighbourhood-based collaborative filtering methods [6, 7, 16, 26, 28]. While these approaches are streaming, the main goal for them is to extract a subset of most engaging items. This is usually done by updating the model parameters or some form of user representation with the new data coming through the stream. In this work, we assume that we have access to a recommendation system that can score an item for its engagement value and we provide a mechanism to select a subset of these items that is collectively most engaging as well as diverse.

Due to the success of DPP-based algorithms in modelling diversity, a natural question to ask is whether DPPs can be used in the streaming setting described above. The most relevant works here appear in the domain of submodular optimization and composable coresets, where algorithms have been developed for both dynamic streams and sliding window streams [3, 8, 13, 24]. In the composable coresets approach of Indyk et al. [24], the results imply a \(O(\sqrt{n}k)\) memory algorithm for sliding window streams achieving an approximation ratio of \(2^{-O(k \log n)}\) where \(n\) is the size of the sliding window. Since the MAP objective of Equation (1) is log-submodular, general submodular optimization algorithms can also be used. For sliding window streams in particular, the algorithm of [13] produces a solution of value at least \(\sqrt{OPT} \in O(\sqrt{n}k^2)\) memory, where \(OPT\) is the optimal MAP value. In contrast, not much is known in the streaming model for the MIC objective proposed by [15]. The current state-of-the-art relies on approximating the MIC objective by a submodular function, through a suitably truncated Taylor series [15]. This is unfortunate, as the DPP kernel \(L\) is often not close to full rank in practical applications. In the web advertising example above, this issue is prevalent as users tend to do similar activities repeatedly.

Our contributions. In this work, we provide the first streaming algorithms for optimizing DPPs under an MIC objective.

- **InsertOnly**: In the insert-only streaming setup, where the new elements are added to the stream without removing any existing elements, our InsertOnly algorithm runs in \(O(k^2)\) time per update and use \(O(k)\) memory. Here \(O\) represents approximate order without the logarithmic terms for clearer exposition.
- **Mantis**: In the sliding window streaming setup, elements are added to the front of the window and deleted from the back of the window. Here we are interested in a diverse subset

\(^1\)Our algorithms are oblivious to the details of the ranking function. Though there is an implicit assumption that the ranking function gives same score for a user-item pair and higher score means better predicted engagement.
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2 BACKGROUND

**Determinantal point processes.** Given a set of items \( N \) and a positive semi-definite matrix \( L \in \mathbb{R}^{N \times N} \), a determinantal point process (DPP) is a probability distribution on \( \mathcal{S} \subseteq N \) defined by

\[
Pr(S) = \frac{\det(L_S)}{\det(L + I)}
\]

where \( L_S \) is the \( |S| \times |S| \) submatrix induced by rows and columns in \( S \). The \( L \) is referred to as the kernel matrix of the DPP. As a convention, we set \( Pr(Ø) := \frac{1}{\det(L + I)} \), ensuring that the probabilities sum to 1.

In applications, \( n := |N| \) items are given as input, of which \( k \) items must be selected that are "relevant" as well as "diverse." Each item has an associated score \( r_i \), measuring a notion of relevance and a feature vector \( v_i \in \mathbb{R}^d \) with \( ||v_i||_2 = 1 \). These feature vectors and relevance scores are typically computed upstream by specific algorithms whose details are not relevant to this paper. As outlined by Kuleza and Taskar [21], the matrix \( L \) can be "roughly" interpreted as a correlation matrix, with off-diagonal elements modelling negative correlation. Since similarity between different items are captured by the inner product of their feature vectors, a suitable kernel used in practice is \( L = V^T V \), where \( V \in \mathbb{R}^{d \times n} \) is the stacked matrix of feature vectors from the \( n \) items. In this inner-product based DPP kernel, in order to write a joint optimization problem for relevance and diversity, the feature vector of each item is generally scaled to have \( ||v_i||_2 = r_i \), see [30].

The typical way to get a \( k \)-set of maximum diversity is to solve the MAP optimization problem:

\[
\max_{|S| = k} \Pr(S) = \max_{|S| = k} \frac{\det(L_S)}{\det(L + I)}. \tag{3}
\]

**Optimizing maximum induced cardinality.** In work by Gillenwater et al. [15], it is shown that the maximum induced cardinality (MIC) objective better fits the setup of recommendation systems. Instead of maximizing the a posteriori probability, the MIC objective aims to maximize the expected cardinality of a set selected by the DPP distribution

\[
\max_{|S| = k} \frac{\det(L_S)}{\det(L + I)} \sum_{E \subseteq S} |E| \cdot \Pr(E | S). \tag{4}
\]

As shown in [15], the objective function can be written in an elegant form:

\[
f(S) := \sum_{E \subseteq S} |E| \cdot \Pr(E | S) = \sum_{E \subseteq S} |E| \cdot \frac{\det(L_E)}{\det(L_{S+E})} = \text{Tr}(I - (L_{S+E})^{-1}). \tag{5}
\]

The equalities above follow from work by Kulesza and Taskar [21].

Compared with the MAP objective, the MIC objective \( f(S) \) is monotone and fractionally subadditive [15]. Thus even if \( \text{rank}(L) < k \), the MIC objective will assign more value to a \( k \)-set than any of its subsets. This corresponds with the notion that recommending more items increases user engagement.

**Comparison between MAP and MIC.** To view MAP and MIC in a unified manner, note that the optimal solution of the MAP objective is unchanged after taking logarithms. Furthermore, \( \log(\det(L_S)) = \text{Tr}(\log(L_S)) \). Let \( \lambda_{i,S} \) be the \( i \)-th eigenvalue of the submatrix \( L_S \) and \( w_i \) be the associated eigenvector. Writing the two objectives in terms of eigenvalues, we have

\[
\text{Tr}(\log(L_S)) = \sum_{i} \log(\lambda_{i,S}) \quad \text{(log-MAP objective)}
\]

\[
\text{Tr}(I - (L_{S+E})^{-1}) = \sum_{i} \frac{\lambda_{i,S}}{1 + \lambda_{i,S}} \quad \text{(MIC objective)}
\]

It’s clear that the MIC objective is more stable in low-rank settings as it avoids the pole at 0 that is in the log function. Indeed, a family of such objectives could be constructed as a function of the eigenvalues of the kernel matrix \( L_S \).

**Notation used in this paper.** Throughout this paper, we use \( + \) and \( - \) to denote the set union and set subtraction operations where convenient (i.e. \( S + e = S \cup \{e\} \) and \( S - e = S \setminus \{e\} \)). Let \( \Delta(e|S) := f(S + e) - f(S) \), we refer to this quantity as the marginal of \( e \) with respect to \( S \). We will also frequently make bounds with respect to

\[
\sum_{i=1}^{k} \log(r_i^2) + \log(\lambda_{i,S}).
\]

The MIC objective on the other hand minimizes the following objective function over \( S \):

\[
\sum_{i=1}^{k} \frac{1}{\lambda_{i,S} + r_i^2}.
\]

Both of these objective will simultaneously optimize for relevance and diversity albeit via different objective functions.

---

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Update Time</th>
<th>Memory Type</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>INSERTONLY</td>
<td>( \tilde{O}(k^2) )</td>
<td>( \tilde{O}(k) )</td>
<td>Insert-only</td>
</tr>
<tr>
<td>MANTIS</td>
<td>( \tilde{O}(\sqrt{nk}) )</td>
<td>( \tilde{O}(\sqrt{nk^2}) )</td>
<td>Sliding window</td>
</tr>
</tbody>
</table>

**Table 1: Summary of our algorithms.**
the eigenvalues of $L_S$ for some DPP kernel $L$ and subset $S$. We denote the eigenvalues of $L_S$ by $\lambda_i,S$, where the eigenvalues are sorted in decreasing order. Finally, we say that an algorithm has approximation ratio $0 < c \leq 1$ if the solution $G$ obtained by the algorithm is at least $c$ times the value of the optimal solution.

Memory model. When computing memory used in our algorithms, we assume that given the elements of a set, an oracle returns the kernel matrix $L_S$ without needing to store any additional information. Thus we write all of our bounds in terms of the number of elements’ stores, without referring to any exact representation (such as semantic vectors). Our bounds can be modified on a case-by-case basis depending on the precise representation of data.

3 SIMPLE ALGORITHMS FOR MAXIMIZING INDUCED CARDINALITY

In this section, we introduce several algorithms for maximizing the MIC objective, in both the standard and streaming model of computing.

Optimizing relevance without diversity. As a baseline approximation, we begin with a simple algorithm for approximating MIC: simply taking the submatrix of maximum trace will yield a $k$-approximation. In practice, this corresponds to taking the set of maximum possible relevance, without any regard for diversity. This algorithm is purely theoretical, and does not typically yield the best results in practice. However, it does admit an easily provable approximation factor and will be useful as a starting point for our other algorithms.

Theorem 3.1. Given the solution from Algorithm 1 as $S$, let $L_S$ be a $k \times k$ submatrix of $L$ maximizing $\text{Tr}(L_S)$. Then $f(S) \geq \frac{1}{k} f(O)$ where $O$ is the optimal solution to the MIC objective.

Proof. We have the following sequence of inequalities:

$$f(S) = \sum_{i=1}^{k} \frac{\lambda_i,S}{1+\lambda_i,S} \geq \frac{\lambda_i,S}{1+\lambda_i,S} \geq \frac{\lambda_i,S}{1+\lambda_i,S} \geq \frac{\sum_{i=1}^{k} \lambda_i,S}{1+\sum_{i=1}^{k} \lambda_i,S} \geq \frac{\sum_{i=1}^{k} \lambda_i,O}{1+\sum_{i=1}^{k} \lambda_i,O} \geq \frac{k}{1+\sum_{i=1}^{k} \lambda_i,O} \text{Tr}(S) \geq \text{Tr}(O) \geq \sum_{i=1}^{k} \lambda_i,O \geq \frac{1}{k} f(O) \quad \Box$$

This implies a simple $O(n \log k)$ time and $O(k)$ memory algorithm for obtaining a $k$-approximation to the MIC objective by maintaining the top-$k$ normed vectors in a heap.

A greedy algorithm for approximating MIC. Next, we examine the popular greedy algorithm for maximizing MIC (Algorithm 2). Although the greedy algorithm does not apply to data streams, it provides a helpful benchmark for evaluating the quality of our streaming algorithms.

Algorithm 2 Greedy $(N)$

1. $G \leftarrow \emptyset$
2. while $|G| < k$ do
3. $e \leftarrow \text{argmax}_{u \in N \setminus S} \Delta(u|G)$
4. $G \leftarrow G + e$
5. return $G$

Theorem 3.2. Greedily maximizing the MIC objective at each step achieves a $\frac{1+\lambda_{k,O}}{(1+\lambda_{1,O})(1+\lambda_{k,O})}$ approximation to the MIC objective, where $G$ and $O$ are the greedy and optimal solutions respectively.

Remark 3.1. It may seem strange that the approximation bound is conditional on the final greedy solution $G$. A looser but unconditional bound can be attained by replacing $\lambda_1,G$ and $\lambda_k,G$ with $\lambda_1(L)$ and $\lambda_k(L)$ respectively. However, in practice $\lambda_1,G$ and $\lambda_k,G$ provide much better bounds than $\lambda_1(L)$ and $\lambda_k(L)$. For example, if $L$ was singular $\lambda_{k,L} = 0$ whereas $\lambda_{k,G}$ is usually non-zero and close to $\lambda_{k,O}$ in practice.

To prove guarantees on the greedy algorithm, we require the following lemma (proof in appendix):

Lemma 3.3. For any $S \subset N$ and item $e \in N \setminus S$,

$$\frac{||e||^2}{(1+\lambda_{1+S,e})(1+\lambda_{S,e})} \leq \Delta(e|S) \leq \frac{||e||^2}{(1+\lambda_{|S|+1,S,e})(1+\lambda_{|S|,S})}.$$

Another tool we’ll need is the Cauchy interlacing theorem:

Theorem 3.4. Cauchy’s interlacing theorem Let $L$ be a symmetric $n \times n$ matrix, and let $L$ be any $m \times m$ principal submatrix of $L$. Then we have the following inequalities:

$$\lambda_1(L) \geq \lambda_1(\tilde{L}) \geq \lambda_2(L) \geq \lambda_2(\tilde{L}) \geq \cdots \geq \lambda_m(L) \geq \lambda_m(\tilde{L})$$

where the eigenvalues are sorted in decreasing order.

Now we prove the main theorem:

Proof. Let $g_1, g_2, ... , g_k$ be the $k$ elements chosen during the steps of the greedy algorithm, and let $a_1, a_2, ... , a_k$ be the optimal elements. Let $G_i = \{g_1, g_2, ... , g_i\}$. Since the greedy algorithm chooses the $g_i$ that gives the largest possible gain, we have

$$\Delta(g_{i+1}|G_i) \geq \frac{1}{k} \sum_{j=1}^{k} \Delta(a_j|G_i).$$
By Lemma 3.3,
\[
\sum_{i=1}^{k} \Delta(\sigma_i | G_i) \geq \sum_{j=1}^{k} \frac{||p_j||^2}{(1 + \lambda_1 G_o + \tau)}(1 + \lambda_1 G_i)
\geq \sum_{j=1}^{k} \frac{||p_j||^2}{(1 + \lambda_1 G_o + \tau)(1 + \lambda_1 G_i)}
= \frac{1 + \lambda_k O}{(1 + \lambda_1 G_o + \tau)(1 + \lambda_1 G_i)} f(O)
\geq \frac{1 + \lambda_k O}{(1 + \lambda_1 G_o + \tau)(1 + \lambda_1 G_i)} f(O)
\]
where the second line follows by Cauchy’s interlace theorem.

Thus for each \(i\), \(f(G_i + g_i) - f(G_i) \geq \frac{1}{k} \frac{1 + \lambda_k O}{(1 + \lambda_1 G_o + \tau)(1 + \lambda_1 G_i)} f(O)\).

Summing over all the \(i\)’s, we have the final solution \(G_o\) satisfying \(f(G_o) \geq \frac{1 + \lambda_k O}{(1 + \lambda_1 G_o + \tau)(1 + \lambda_1 G_i)} f(O)\).

We note that in the analysis, its not required to have an explicit vector representation for each item. We analyze the algorithm in this setting as it is most commonly used in recommendation applications. When the DPP kernel \(K\) is created from other metrics, the \(|\alpha\|_{2}\) terms (Lemma 3.3) are replaced with the diagonal kernel \(L_{ee}\) corresponding to item \(e\).

4 STREAMING ALGORITHMS FOR MAXIMIZING INDUCED CARDINALITY

In this section, we show simple streaming algorithms for approximating the MIC objective in both insertion-only and sliding window settings. The insertion-only algorithm is used as a subroutine for our sliding window algorithm. The approach we take in the construction of our algorithms shares similarities with the algorithm of Espato et al. [13], as well as other algorithms in the submodular literature. However, the analysis of the algorithm is novel and applies directly to the MIC objective. We note that since the MIC objective is not submodular, the analysis of Espato et al. do not apply in the MIC setting.

4.1 Insertion-Only Streams

In this setting, the input stream is ever growing and a new element is put into the stream without removing any of the existing elements. We analyze a simple algorithm where the result set is constructed by adding elements one at a time until it reaches the required cardinality \(k\), see Algorithm 3. At any step it makes a simple decision to either put the current element \(e\) in the output set \(G\) or not based on the line 3 of Algorithm 3.

Although we write Algorithm 3 as an algorithm that requires the entire stream, note that we can run line 4 in an online manner, and update \(G\) whenever a new element is added to the stream. Whenever the user requires a diverse set, the current \(G\) can be returned.

Algorithm 3 relies on a parameter \(\tau\) which controls how tight the approximation factor will be. Furthermore, the optimal value \(f(O)\) is required as well. These parameters can be removed (Algorithm 4), given a guess \(c_R\) for the optimal value \(f(O)\). As we will show below, any k-approximation to \(f(O)\) suffices, such as the one given by Theorem 3.1.

Theorem 4.1. Let \(c_G = \sqrt{\frac{\lambda_1}{\lambda_1 + \lambda_2}}\). Choosing \(\tau = \frac{c_G}{1 + c_G}\) obtains an approximation ratio of \(\frac{\lambda_1}{\lambda_1 + \lambda_2}\) for an insertion-only stream in \(O(k)\) memory, where \(G\) is the solution returned by the Algorithm 3.

Proof. The memory bounds are clear, as Algorithm 3 only ever stores the solution set \(G\). Next, we show that setting \(\tau = \frac{c_G}{1 + c_G}\) yields an \(\alpha_G/(1 + \alpha_G)\) approximation.

If \(|G| = k\) at the end of the algorithm, then \(f(G) \geq k \frac{c_G}{1 + c_G} f(O) = \tau f(O)\) by Algorithm 3. Thus we get an \(\alpha_G/(1 + \alpha_G)\) approximation.

If \(s := |G| < k\), then let \(G_i = \{g_1, g_2, \ldots, g_s\}\) for \(i \leq s\). By line 3 of Algorithm 3, for each \(o \in O - G\), there exists an \(i_o\) for which \(\Delta(\sigma_{i_o} | G_o) \leq \tau f(O)/k\). Thus we have the following sequence of inequalities:

\[
\tau f(O) \geq \sum_{o \in O - G} \Delta(\sigma_{i_o} | G_o)
\geq \sum_{o \in O - G} \frac{||o||^2}{(1 + \lambda_1 G_o + \tau)(1 + \lambda_1 G_i)}
\geq \sum_{o \in O - G} \frac{||o||^2}{(1 + \lambda_1 G_o + \tau)(1 + \lambda_1)}
\geq \frac{1 + \lambda_k O}{(1 + \lambda_1 G_o + \tau)(1 + \lambda_1)} f(O - G)
= \alpha_G f(O - G).
\]

where line 2 follows from Lemma 3.3, lines 3 and 6 follow by Cauchy’s interlace theorem (Theorem 3.4), and line 4 follows from the fact that \(\sum_{o \in O} ||o||^2 = \text{Tr}(L_0 G) = \sum_{i \in O} \lambda_i L_{0O} - G\). Thus \(f(O - G) \leq \frac{c_G}{1 + c_G} f(O - G)\) when \(|G| < k\).

As shown in [15], the MIC objective \(f\) is subadditive and monotone. Thus by the subadditivity and monotonicity of \(f\), we have \(f(O) \leq f(G + O) \leq f(G) + f(O - G)\). Hence \(f(G) \geq (1 - \tau/c_G) f(O)\) when \(|G| < k\). When \(|G| = k\), \(f(G) = \tau f(O)\). Setting \(\tau = c_G/(1 + c_G)\), we obtain \(f(G) \geq \frac{c_G}{1 + c_G}\) in both cases.

Removing the parameter \(\tau\). As described above, choosing \(\tau\) in Algorithm 3 requires knowledge of the constant \(c_G\) and the optimal objective value \(f(O)\), which is inherently impossible to compute until the end of the algorithm. However, it is sufficient to enumerate over log(k) guesses of \(\tau\). On a high level, we know by Theorem 3.1 that
we can get a \( k \)-approximation to \( f(O) \) quite easily at any point in the stream. Given this approximation \( c_{\text{alg}} \), we may run Algorithm 3 with several different guesses for \( r \) in parallel. By choosing guesses of the form \( r_i := (1+\epsilon)^i c_{\text{alg}} \) for \( i \in \{-\lceil \frac{1}{k} \log k \}, \ldots, \lceil \frac{1}{k} \log k \} \), we can guarantee that one of the \( r_i \)'s will be within a \((1+\epsilon)\) multiplicative factor of the true \( r \) from the analysis above. This technique has been exploited in several other algorithms in the area of submodular optimization [2, 13, 23]. In particular, Espato et al. [13] show that these thresholds can also be initialized lazily while incurring only a logarithmic overhead in the memory.

Combining the analysis above, we get Algorithm 4 with the following guarantees:

**Algorithm 4 InsertOnlyBase\((N)\)**

1. \( c_{\text{alg}} \leftarrow k \)-approximation of \( f(O) \) by Theorem 3.1
2. for \( i = \{\lceil \frac{1}{k} \log k \}, \ldots, \lceil \frac{1}{k} \log k \} \) do
3. \( r_i = (1+\epsilon)^i c_{\text{alg}} \)
4. for all \( i \) in parallel do
5. \( G_i \leftarrow \text{InsertOnlyBase}(N, r_i) \) [Algorithm 3]
6. return \( \max_{i} f(G_i) \)

When a new window is streamed in, we remove the old subwindow from memory and start saving the new subwindow in memory, thus incurring a \( \Omega(k) \) memory cost. By choosing guesses of the form \( r_i := (1+\epsilon)^i c_{\text{alg}} \) for \( i \in \{-\lceil \frac{1}{k} \log k \}, \ldots, \lceil \frac{1}{k} \log k \} \), we can guarantee that one of the \( r_i \)'s will be within a \((1+\epsilon)\) multiplicative factor of the true \( r \) from the analysis above. This technique has been exploited in several other algorithms in the area of submodular optimization [2, 13, 23]. In particular, Espato et al. [13] show that these thresholds can also be initialized lazily while incurring only a logarithmic overhead in the memory.

As we will see in Section 5, Algorithm 3 is fast even when no memory requirements are imposed. Algorithm 3 runs in \( O(nk^2) \) time when factoring in the linear algebra operations needed to compute the MIC objective (thus \( O(k^2) \) time per update), allowing for submillisecond update times when used in practical applications.

### 4.2 Approximating MIC in sliding window streams

In the sliding window streaming model, a window of length \( n \) is maintained throughout the stream. As a new element enters the stream, the oldest element in the window is kicked out, maintaining \( n \) elements in total. At any point in the stream, the user may query for a set of \( k \) elements that yields the maximum MIC objective.

In this regime, we obtain the following theorem (see Algorithm 5):

**Theorem 4.3.** Let \( \alpha_G = \frac{1+\lambda_G}{(1+\lambda_G)/(1+\lambda_{O}+\lambda_{G})} \). There exists an algorithm with approximation ratio \( \frac{1+\lambda_G}{(1+\lambda_G)/(1+\lambda_{O}+\lambda_{G})} \) for a sliding window stream in \( O(\sqrt{nk\log k}) \) memory, where \( G \) is the final solution obtained by the Algorithm 5 and \( n \) is the length of the window.

The input to **Mantis** are the elements in the stream \( N \) with \( |N| \geq n \), along with a sliding window size \( n \). The algorithm is described in Algorithm 5.

**Mantis** is inspired from [13], where a technique transforming insertion-only submodular optimization algorithms to sliding window ones is given. Adapting these techniques to the MIC case, we can obtain a sliding window algorithm from building upon Algorithm 3 as a subroutine.

**Mantis** begins by partitioning the input stream into \( m = \sqrt{n}/k \) contiguous subwindows \( W_1, W_2, \ldots, W_m \) of equal length \( n/m = \sqrt{n} \). For analysis purposes we assume \( m \) divides equally into \( n \). At any moment in time, we keep the most recent subwindow entirely in memory, thus incurring an \( O(\sqrt{nk}) \) memory cost. When the end of a subwindow is reached, we instantiate \( O(k) \) instances of Algorithm 4. These instances are run on elements from the current subwindow and the future subwindows. To facilitate deletion of elements from the front of the window, one final trick is to rearrange the order of elements streamed to Algorithm 3. In particular, we show that it is enough to simply stream the elements of the current subwindow in reverse order, while keeping the original order for all future subwindows. This process is shown in Figure 1.

We defer the proof to the appendix, as much of the analysis borrows from [13].

**Implementation of Mantis (Algorithm 5).** To implement **Mantis** in the sliding window model, we maintain the most recent subwindow \( B = W_i \) during the course of the stream. Upon streaming in a new element \( e \) in the subwindow, we run lines 5–6. Whenever we reach the end of a subwindow, we run lines 10–13. When the first element of a new subwindow is streamed in, we remove the old subwindow from memory and start saving the new subwindow in \( B \). To handle deletion of an element \( e \) from the front of the window, we
simply remove all $\mathcal{A} \in \mathcal{I}$ whose solutions contain $e$. Finally, when a solution $G$ is requested, we return the maximum valued solution from all the algorithm instances stored in $\mathcal{A}$.

5 FAST MARGINAL UPDATES FOR MIC OBJECTIVES

In this section, we sketch how to improve the update times of the marginal computation $\Delta(e|G)$ via an incremental Cholesky decomposition. This allows us to guarantee fast $O(k^2)$ time updates for all of our streaming algorithms. We note that similar techniques are utilized in Chen et al. [9] to improve algorithms for the DPP MAP objective. Unfortunately, the algorithms of Chen et al. requires $O(|N|k)$ memory, where $|N|$ is the length of the entire stream. In general, the sliding window length $n$ could be much less than $|N|$.

Naive implementation of the MIC objective requires $O(k^3)$ time per evaluation, since one needs to either find an eigendecomposition, or compute the inverse $(L_S+I)^{-1}$. However, since $L$ (and any of its principal submatrices) are positive-definite, one can incrementally build a Cholesky factorization. Given a Cholesky factorization of $(L_S+I)=C_S^T C_S$, where $C_S$ is lower triangular, a Cholesky factorization of $L_{S+e}$ can be incrementally obtained in $O(k^2)$ time:

$$
\begin{bmatrix} L_{S+e} & 0 \\
L_{S,e}^T & I_{e,e} \end{bmatrix} = \begin{bmatrix} C_S & 0 \\
C_S^T & C_{e,e} \end{bmatrix},
$$

where $L_{S,e}$ is the column vector corresponding to the column $e$ in $L$ with row indices in $S$. Thus $C_{S,e}=C^{-1}_S L_{S,e}$ and $C_{e,e}=\sqrt{1+L_{e,e}-C^T_{S,e} C_{S,e}}$, of which the former term can be computed in $O(k^2)$ time by back substitution.

Given a Cholesky decomposition of $(L_{S+e}+I)$, the bottom right diagonal element of $(L_{S+e}+I)^{-1}$ can be easily computed as $1/C_{e,e}^2$. Thus given the MIC objective value at $S$, the objective value at $S+e$ can be computed in $O(k^2)$ additional time (where the dominating factor is from the back substitution).

From the analysis above, we can derive the following update times for Algorithm 3 and Algorithm 5, for which proofs can be found in the appendix.

**Theorem 5.1.** Algorithm 3 and Algorithm 5 have update times $O(k^2)$ and $O(\sqrt{n}k^2 \log(1/\varepsilon))$ respectively when a new element $e$ is introduced into the stream.

6 EXPERIMENTAL RESULTS

In this section, we show the performance of our streaming algorithms on several real-world and synthetic datasets. Our goal will be to show that these streaming algorithms are not only theoretically acceptable, but also provides good enough performance to use in production scenarios. 4

We attempt to answer the following questions with our experiments:

- How good are the solutions returned by Greedy, MaxTrace, and MANTIS?
- How computationally efficient are these algorithms?

6.1 Data sources

We gathered three datasets for this experiment. Two of these datasets were analyzed by Espato et al. [13]. An additional dataset was collected by us to better analyze how our algorithm would perform in a production setting. Summary statistics regarding the datasets are shown in Table 2.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># of Samples</th>
<th>Dim</th>
<th>Kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td>User Browsing Data</td>
<td>2M</td>
<td>768</td>
<td>Cosine</td>
</tr>
<tr>
<td>Geolocation Data</td>
<td>6.5M</td>
<td>2</td>
<td>Cosine</td>
</tr>
<tr>
<td>Yahoo! Front Page Visits</td>
<td>27.5M</td>
<td>136</td>
<td>Gaussian</td>
</tr>
</tbody>
</table>

Table 2: Summary statistics of test datasets.

**User Browsing Data.** In this dataset, we mined streams of user browsing events for several hundred users of a major search engine. The event streams span several months, and contains tens of thousands of timestamped events. Each event contains semantic information (such as the title of the webpage the user was on) which was embedded using a pretrained BERT model [27] into a vector $v_i$ of dimension 768. As described in Section 2, a similarity matrix was computed from the embeddings, where the relevance value $r_i$ was taken to be 1 for all events. This similarity matrix was taken as the DPP kernel $L=V^T V$, where $V$ has columns corresponding to the BERT vector embeddings $v_i$. Here, diversity corresponds to extracting a rich set of page visits which summarize the interests of the user over the duration spanned by the sliding window.

**Yahoo! Front Page Visits [1].** This dataset contains events extracted from click logs of news articles displayed on the Yahoo! front page. For each event, the user is associated with a 136-dimensional feature vector that contains information about the user such as age, gender, behavior targeting features, etc. The similarity matrix of these feature vectors (after normalization) is taken to be the DPP kernel $L=V^T V$, where $V$ has columns corresponding to the feature vectors. Here, diversity corresponds to discovering a wide demographic of users for downstream marketing applications.

**Geolocation Data [10].** In this dataset, we use data collected by the Gowalla social network, which contains roughly 6.5 million timestamped geo-location check-ins over a period of almost two years. Each data point consists of a 2D vector of longitude and latitude values. Here, the goal is to determine a set of geo-spatially diverse locations that summarize the varying interests of Gowalla users. As with other works applying to spatial data, we use a Gaussian DPP kernel $L_{ij}=\exp(-d_{ij}^2/h^2)$, where $d_{ij}$ is the distance between geolocation $i$ and $j$, and $h=1500$ is the kernel radius. Here, diversity corresponds to discovering users with most different locations.

6.2 Experimental results

In the experiments to follow, we ran the MaxTrace (Algorithm 1), Greedy (Algorithm 2), and MANTIS (Algorithm 5) algorithms on the three datasets with window size $n=5000$ and $k=10$. 5 The MaxTrace

---

4The code and all data used for the experiments can be found at: https://github.com/paul.liu.ubc/streaming-mic-dpp

5We did experiments with several values of $n$ and $k$ but the final deductions are same across these values. We therefore did not include those plots in this paper.
corresponds to selecting elements that maximize relevance regardless of diversity. The Greedy corresponds to the industry standard of iteratively adding the next best diverse element based on the MIC objective value.

We show that the performance of MANTIS is comparable with, and often exceeds, the better of the two algorithms while using minimal memory and in fraction of time per data point.

Implementation. All the algorithms are implemented in C++. The experiments run on a dual-core commodity machine (3.60 GHz Intel Xeon W-2123 CPU with 64 GB of memory) with one thread.\footnote{We are aware of the additional speedups that multi-threading might bring in but for the sake of fair comparisons we restrict to single thread setting.}

How good are the solutions returned by the three algorithms? We compare the performance of Greedy, MaxTrace, and MANTIS algorithms by applying them to the three datasets used in this paper. Since the streams are rather long, our plots are shown for a random contiguous substream of 100K data points. We then processed the data points by sliding a fixed size window over them from beginning to the end of the stream; for each window we used the three algorithms to generate the $k$-diverse predictions and recorded the corresponding MIC objective values. The plots show the average score over the 5 experiments.

The results of this experiment are shown in Figures 2 for $k = 10$ and $n = 5000$. A few salient points to note:

- As expected, MaxTrace expectedly performs much worse than Greedy and MANTIS.
- Apart from the Yahoo dataset, the average performance of Greedy and MANTIS is comparable. This is especially surprising, given Greedy has the entire window stored in memory.

In order to make global conclusions on the performance of different algorithms on the entire data stream, we compute the ratio of the average MIC score attained by the different pairs of the algorithms:

$$\text{MICRatio}(\mathcal{A}_1, \mathcal{A}_2) = \frac{\sum_{i=1}^{W} \text{MIC}(w_i; \mathcal{A}_1)}{\sum_{i=1}^{W} \text{MIC}(w_i; \mathcal{A}_2)},$$

where $W$ is the total number of sliding windows in a dataset, and $\text{MIC}(w_i; \mathcal{A}_1)$ is the MIC score on the $i^{th}$ window by algorithm $\mathcal{A}_1$. If on average $\mathcal{A}_1$ performs at par with $\mathcal{A}_2$, then MICRatio would be close to 1.

The MICRatio for different algorithms and datasets are shown in Table 3. It is clear that both Greedy and MANTIS are much better than MaxTrace. The MANTIS algorithm only slightly lower in MICRatio than Greedy across all three datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MICRatio Greedy</th>
<th>MICRatio MaxTrace</th>
<th>MICRatio MANTIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>User Browsing Data</td>
<td>0.979</td>
<td>1.503</td>
<td></td>
</tr>
<tr>
<td>Yahoo! Front Page Data</td>
<td>0.955</td>
<td>1.084</td>
<td></td>
</tr>
<tr>
<td>Gowalla Geo Location Data</td>
<td>0.986</td>
<td>1.307</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: MICRatio of MANTIS with other algorithms across three datasets when $k = 10$, Window size $n = 5000$.

How efficient are these algorithms? We answer this question in terms of memory and computation time per data point comparisons across the different algorithms.

To compare the memory between the three methods, we compare the number of data points stored by each as we increase the window size $n$. Figures 3 shows the number of input data points stored by the three algorithms with various window sizes. For the Greedy algorithms, the memory usage clearly increases linearly with the window size. MANTIS, on the other hand, only increases as a function of the square root of the window size.

Table 4 shows the computational speed by the three algorithms for our three data sets in terms of the average time per data point for $k = 10$ and $n = 5000$. It shows the excellent speedups achieved by MANTIS over the Greedy approach, making it suitable for large-scale practical applications where inferences are to be made in sub-millisecond times.

7 CONCLUSION

In this paper, we proposed MANTIS, the first streaming algorithm for diversity based on the maximum induced cardinality objective. MANTIS performs at par with the often used Greedy algorithm, with
just a fraction of memory cost and multiple orders faster inference time. This makes Mantis a competitive choice for applications in large scale streaming recommendation systems.

We are already in the progress of making Mantis a core component of the recommendation pipeline for a major ad serving platform. The implementation details and the online results from these experiments will be part of a future manuscript.

### A APPENDIX

**Lemma 3.3.** For any \( S \subset N \) and \( e \in N \setminus S \),

\[
\frac{|e|^2}{(1+\lambda_{S^e})(1+\lambda_S)} \leq \Delta(e|S) \leq \frac{|e|^2}{(1+\lambda_{S^e})(1+\lambda_{S^e})}.
\]

**Proof.** The update time of Algorithm 3 is clear, as the marginal of each additional element costs \( O(k^2) \) time to compute by Section 5.

By the proof of Theorem 4.3, there is at most \( O(\sqrt{n}) \) algorithm instances in \( I \). Each algorithm instance is takes \( O(k^2 \log k/e) \) time.