CS369M: Algorithms for Modern Massive Data Set Analysis

Instructor: Michael Mahoney (mmahoney@cs.stanford.edu)

Teaching Assistant: Alex Shkolnik (ads2@stanford.edu)

Major research project: An important component of the class will be a major research project. The goal is to drill down in much more detail on some topic related to what was covered in the lectures.

Important dates: Please email a ps or pdf of the following reports to the TA by 5PM on the date specified—do not be late.

- **Fri, Oct 9, 2009:** A brief statement stating (1) who you will be working with and (2) the project you plan to address. (One or two sentences as text is fine—we want to make sure people are working on a range of projects and will get back very soon if there is any problem.)

- **Fri, Oct 16, 2009:** Initial proposal, consisting of not more than a one page summary of the proposed project. (This will be mostly to make sure you are on the right track—we will get back to you within a few days if there are any issues, and we can also discuss any concerns you might have.) Note: this may be turned in with the first homework which will be due on 10/19/09 in class.

- **Fri, Nov 13, 2009:** Mid-term report, consisting of approximately three to four pages with a brief summary of relevant literature, summary of proposed directions, and any questions or problems encountered.

- **Fri, Dec 11, 2009:** Final report, consisting of an eight to ten page report prepared in a format appropriate for publication.

Also, note that writing well (say, so that another person like the instructor or TA or a fellow student can read your paper and understand your ideas) is very hard, even after you have figured out the main ideas in the papers you will be summarizing or have the research results you want to present mostly completed. Thus, it would be wise to start the writing early and make a few iterations, perhaps running it by a fellow student.

More details: I suggest working in teams of two, in which case you should make clear who did what as a footnote in the final report. You may work individually or in a group of three, with an associated adjustment in expectations, but you should coordinate with the instructor first. The project will have two equally-important components:

- **Paper-reading component:** The goal will be to synthesize, summarize, and provide a detailed evaluation of some number of papers, most like roughly 2 to 4 papers, on some topic related to what we discussed in class. The final report should include a high-quality critique of these papers, much like but perhaps more detailed than a good review paper. It should place the papers in a broader context, and it should include a discussion of methods/results of the papers, of the strengths and weaknesses of the particular papers, as well as of their relationships with other related work.
• **Research component:** The goal is for you to perform new research, extending in a novel direction the papers you have read and reported upon. Ideally, you will obtain some interesting original theoretical or empirical results related to the topics we discussed in class and in doing so make substantial progress toward a nice conference paper. Since research sometimes does not succeed, success will certainly not be required to obtain a good grade on the final project. The final report should provide a detailed description of your methods and what novel theoretical or empirical results were obtained, your interpretation of the work, including why it succeeded or failed, what it reveals about the problem or the data or the techniques you used, and what its broader implications are.

The final report should be written in the form of a conference paper submission. Thus, it should include an introduction, a description of previous related work, a description of novel theoretical or empirical results that have been obtained, and a conclusion summarizing the results and further directions to follow.

The level of exposition of your report should be for one of your classmates, i.e., someone who has a good understanding of the area and of the lectures but who has not gone into detail on the particular topic you chose to address in detail. Two examples of a good final report (by Nikola Milosavljev in Tim Roughgarden’s CS364A class in Fall 2004 and by Dan Gillick, Arlo Faria, John DeNero in Berkeley’s CS262, respectively) may be found here:

- [http://theory.stanford.edu/(TILDE)tim/f06/nikola.pdf](http://theory.stanford.edu/(TILDE)tim/f06/nikola.pdf)
- [http://www.icsi.berkeley.edu/(TILDE)arlo/publications/gillick_cs262a_proj.pdf](http://www.icsi.berkeley.edu/(TILDE)arlo/publications/gillick_cs262a_proj.pdf)

Clearly, your report will differ, depending among other things whether you are doing a more theoretical project or a more applied project, etc. Your report should, however, be at a similar level of depth, detail, and clarity.

**Additional resources:** In addition to the references on the class web page and those listed below for particular projects, two very good resources for ideas for the project are the web pages for the 2006 and 2008 MMDS meetings:


In particular, you might look at the slides from the speakers. Many of the topics in class were discussed at these meetings, and many of the slides have a wealth of information about both the theory and applications.

**Potential project topics:** Here are a few suggested topics. (Of course, you are free to suggest another.) Note that some of these topics might be more easily-addressable than others, depending on your background and interests. In addition to the references on the class web page, which you should use as a resource to get started finding relevant papers, a few additional pointers for some of the suggested topics are given. These should just get you started—it would also be good to look at other references.

- Implement and apply randomized matrix algorithms:
– Use random projection or sampling primitives to do other computations faster and/or better, e.g., approximate eigenvectors, underconstrained regression, graph sparsification, solve SDPs, etc. (Start with [46, 20, 30].)
– Combine random projection and random sampling. For example, do a random projection to compute leverage scores to identify nonuniformity in low-dimensional space to then sample randomly or greedily. (Start with [23, 10, 19, 37].)

• Implement and apply spectral and flow graph algorithms:
  – Use spectral or flow-based partitioning methods to understand the structure of data sets such as images or social and information networks or for other tasks such as semi-supervised learning or manifold learning. (Start with [44, 2] or with [29, 49, 42], respectively.)
  – Use local spectral methods to identify local structure in large data sets such as as images or social and information networks, or for locally performing other tasks of interest. (Start with [1, 2, 14, 15].)

• Use graph algorithms to probe the structure of large networks:
  – Find locally linear structure in social and information networks. Use local spectral methods to identify local patches in large graphs that are meaningfully low dimensional, and compare this with more combinatorial methods. (Start with [43, 34, 1].)
  – Test the manifold hypothesis. Define statistics that data generated according to a manifold would satisfy and see if real data satisfies it. Relatedly, test whether locally low-dimensional structure in a dataset “propagates” into meaningful global structure. (Start with [43, 34, 1].)
  – Visualization of large social and information networks. Combine existing work on using eigenvectors to visualize low-dimensional graphs and other methods to visualize expander-like hyperbolic graphs to visualize real social and information networks that have both properties at different size scales. (Start with [40, 32, 34].)

• Kernels, data-motivated matrix factorization methods, and other data applications:
  – Explore the Nyström method, which has been widely used to speed up kernel-based learning machines, provide low-rank approximations, provide coordinates for new data points, etc. (Start with [48, 6, 33].)
  – Explore diffusion-based kernels and their relevance for data in light of spectral and flow-based graph partitioning methods. (Start with [31, 7, 18].)
  – Implement and apply data-motivated matrix factorizations (e.g., sparse PCA, maximum margin methods, matrix rank minimization, Bregmann divergences, CUR and related decompositions, Nyström-based methods, etc.) with and without ensemble-based methods. (Start with [47, 22], which do it for one such factorization.)
  – Random graph models have been widely-studied and are of interest in a wide range of applications and give rise to numerous theoretical and applied questions. (Start with [16, 41, 11, 9].) Think of something new—one possibility is to explore the connections between recent work like [34, 8, 39] and how this work begins to address some of the failings of popular models.
− Heavy-tailed data, e.g., social or information graphs with heavy-tailed degree sequences, are ubiquitous in applications. Sometimes people think of them as low dimensional, e.g., when they truncate the SVD or PCA, whereas sometimes people think of them as high dimensional. Which are they? Explore the extent to which low-dimensional versus high-dimensional tools we have discussed are relevant for this class of data; the most interesting observations will come from considering networked data. (Start with [38, 28, 17, 34].)

− Violations of Wigner’s semicircle law in sparse and heavy-tailed data. Explore why the law is violated in these classes of data sets, including similarities and differences between these two classes of graphs and the relationship of them with expander graphs. (Start with [24, 25].)

− Multiplicative weights update method, boosting, games, and online learning. Describe connections between the methods and evaluate how they perform with respect to worst-case analysis and in typical applications. (Start with [35, 26, 3].)

− DNA SNP data provide a fertile ground for the methods we have discussed, although state-of-the-art methods sometimes use heavier-duty and more expensive statistical modeling techniques. Apply spectral methods or matrix decomposition methods, with or without kernels, to structure extraction from HapMap data. (Talk with the instructor if interested.)

− There are a lot of other extensions of what we talked about to data analysis and kernel-based learning, and the most interesting of these often come from a particular application-dependent problem. Suggest and explore one.

• Implementation in very large-scale systems:
  − Describe large-scale computational issues by doing a project on how to implement the ideas we have discussed in a large-scale system, e.g., in a MapReduce-like system. (Start with [21, 5, 13, 45, 12].)
  − Describe large-scale computational issues by doing a project on how to implement the ideas we have discussed in a large-scale system, e.g., in a high performance computing system. (Start with with [4, 27, 36].)

• Approximation algorithms and implicit regularization:
  − Approximate eigenvector computation and statistical regularization. Show that doing a randomized or approximate computation of an eigenvector leads to nicer or smoother or more compact eigenvectors. (Talk with the instructor if interested.)
  − Approximate graph computation and implicit regularization. Do the same with approximation algorithms with graphs—for example, show a flow-based graph partitioning algorithm lead to smoother or more local cuts in expanders. (Talk with the instructor if interested.)

• Any other ideas?
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