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Abstract

Many active learning and search approaches are intractable for large-scale industrial settings with billions of unlabeled examples. Existing approaches search globally for the optimal examples to label, scaling linearly or even quadratically with the unlabeled data. In this paper, we improve the computational efficiency of active learning and search methods by restricting the candidate pool for labeling to the nearest neighbors of the currently labeled set instead of scanning over all of the unlabeled data. We evaluate several selection strategies in this setting on three large-scale computer vision datasets: ImageNet, OpenImages, and a de-identified and aggregated dataset of 10 billion publicly shared images provided by a large internet company. Our approach achieved similar mAP and recall as the traditional global approach while reducing the computational cost of selection by up to three orders of magnitude, enabling web-scale active learning.

1 Introduction

Large-scale unlabeled datasets can contain millions or billions of examples covering a wide variety of underlying concepts [Chelba et al. 2013, Zhang, Zhao, and LeCun 2015, Wan et al. 2019, Russakovsky et al. 2015, Kuznetsova et al. 2020, Thomee et al. 2016, Lee, Rao, and Arnold 2019]. Yet, these massive datasets often skew towards a relatively small number of common concepts, for example ‘cats’, ‘dogs’, and ‘people’ [Liu et al. 2019, Zhang et al. 2017, Wang, Ramanan, and Hebert 2017, Van Horn and Perona 2017]. Rare concepts, such as ‘harbor seals’, tend to only appear in a small fraction of the data (usually less than 1%). However, performance on these rare concepts is critical in many settings. For example, harmful or malicious content may comprise only a small percentage of user-generated content, but it can have a disproportionate impact on the overall user experience [Wan et al. 2019]. Similarly, when debugging model behavior for safety-critical applications like autonomous vehicles, or when dealing with representational biases in models, obtaining data that captures rare concepts allows machine learning practitioners to combat blind spots in model performance [Karpathy 2018, Holstein et al. 2019, Ashmawy, Yi, and Chao 2019, Karpathy 2020]. Even a simple task, such as stop sign detection by an autonomous vehicle, can be difficult due to the diversity of real-world data. Stop signs may appear in a variety of conditions (e.g., on a wall or held by a person), can be heavily occluded, or have modifiers (e.g., “Except Right Turn”) [Karpathy 2020]. Large-scale datasets are essential but not sufficient; finding the relevant examples for these long-tail tasks is challenging.

Active learning and search methods have the potential to automate the process of identifying these rare, high-value data points, but often become intractable at-scale. Existing techniques carefully select examples over a series of rounds to improve model quality (active learning [Settles 2012]) or find positive examples in highly skewed settings (active search [Garnett et al. 2012]). Each selection round iterates over the entire unlabeled data to identify the optimal example or batch of examples to label based on uncertainty (e.g., the entropy of predicted class probabilities) or other heuristics [Settles 2011, 2012, Lewis and Gale 1994, Garnett et al. 2012, Zhang et al. 2020, Beluch et al. 2018, Yoo and Kweon 2019, Gal, Islam, and Ghahramani 2017, He and Carbonell 2007, Sinha, Ebrahimi, and Darrell 2019, Joshi, Porikli, and Papanikolopoulos 2009, Settles and Craven 2008, Sener and Savarese 2018, Ash et al. 2020]. Depending on the selection criteria, each round can scale linearly [Lewis and Gale 1994, Joshi, Porikli, and Papanikolopoulos 2009] or even quadratically [Settles and Craven 2008, Sener and Savarese 2018] with the size of the unlabeled data. The computational cost of this process has become an impediment as datasets and model architectures have increased rapidly in size [Amodei and Hernandez 2018]. Recent work has tried to address this problem with sophisticated methods to select larger and more diverse batches of examples in each selection round and reduce the total number of rounds needed to reach the target labeling budget [Sener and Savarese 2018, Kirsch, van Amersfoort, and Gal 2019, Coleman et al. 2020, Pinsler et al. 2019, Jiang et al. 2018]. Nevertheless, these approaches still scan over all of the examples to find the optimal batch for each round, which remains intractable for web-scale datasets with billions of examples. The selection rounds of these techniques need to scale sublinearly with the unlabeled data size to tackle these massive and heavily skewed problems.

In this paper, we propose Similarity search for Efficient Active Learning and Search (SEALS) as a simple approach to further improve computational efficiency and...
achieve web-scale active learning. Empirically, we find that learned representations from pre-trained models can effectively cluster many unseen rare concepts. We exploit this latent structure to improve the computational efficiency of active learning and search methods by only considering the nearest neighbors of the currently labeled examples in each selection round rather than scanning over all of the unlabeled data. Finding the nearest neighbors for each labeled example in the unlabeled data can be performed efficiently with sublinear retrieval times [Charikar 2002] and sub-second latency on billion-scale datasets [Johnson, Douze, and Jégou 2017] for approximate approaches. While this restricted candidate pool of unlabeled examples impacts theoretical sample complexity, our analysis shows that SEALS still achieves the optimal logarithmic dependence on the desired error for active learning. As a result, SEALS maintains similar label-efficiency and enables selection to scale with the size of the labeled data and only sublinearly with the size of the unlabeled data, making active learning and search tractable on web-scale datasets with billions of examples.

We empirically evaluated SEALS for both active learning and search on three large-scale computer vision datasets: ImageNet [Russakovsky et al. 2015], OpenImages [Kuznetsova et al. 2020], and a de-identified and aggregated dataset of 10 billion publicly shared images from a large internet company. We selected 611 concepts spread across these datasets that range in prevalence from 0.203% to 0.002% (1 in 50,000) of the training examples. We evaluated three selection strategies for each concept: max entropy uncertainty sampling [Lewis and Gale 1994], information density [Settles and Craven 2008], and most-likely positive [Warmuth et al. 2002, 2003, Jiang et al. 2018]. Across datasets, selection strategies, and concepts, SEALS achieved similar model quality and nearly the same recall of the positive examples as the baseline approaches, while reducing the computational cost by up to three orders of magnitude. Consequently, SEALS could perform several selection rounds over 10 billion images in seconds with a single machine, unlike the baselines that needed a cluster with tens of thousands of cores. To our knowledge, no other works have performed active learning at this scale.

## 2 Related Work

Active learning’s iterative retraining combined with the high computational complexity of deep learning models has led to significant work on computational efficiency. Much of the recent work has focused on selecting large batches of data to minimize the amount of retraining and reduce the number of selection rounds necessary to reach a target budget [Sener and Savarese 2018, Kirsch, van Amersfoort, and Gal 2019, Pinsler et al. 2019]. These approaches introduce novel techniques to avoid selecting highly similar or redundant examples and ensure the batches are both informative and diverse, but still require at least linear work over the whole unlabeled set for each selection round. Our work reduces the number of examples considered in each selection round such that active learning scales sublinearly with the unlabeled dataset.

Others have tried to improve computational efficiency by using much smaller models as cheap proxies, generating examples, or subsampling data. A smaller model reduces the computation required per example [Yoo and Kweon 2019, Coleman et al. 2020]; but unlike our approach, it still requires passing over all of the unlabeled examples. Generative approaches [Mayer and Timofte 2020, Zhu and Bento 2017, Lin, Mauzam, and Weld 2018] enable sublinear selection runtime complexities; but they struggle to match the label-efficiency of traditional approaches due to the highly variable quality of the generated examples. Subsampling the unlabeled data as in [Ertekin et al. 2007] also avoids iterating over all of the data. However, for rare concepts in web-scale datasets, randomly chosen examples are extremely unlikely to be close enough to the decision boundary. Our work both achieves sublinear selection runtimes and matches the label-efficiency of traditional approaches.

There are also specific optimizations for certain families of models. Jain, Vijayanarasimhan, and Grauman [2010] developed custom hashing schemes for the weights from linear SVM classifiers to efficiently find examples near the decision boundary. While this enables a sublinear selection runtime complexity similar to SEALS, the hashing hyperplanes approach is non-trivial to generalize to other families of models and even SVMs with non-linear kernels. Our work extends to a wide variety of models and selection strategies.

$k$-nearest neighbor ($k$-NN) classifiers are also advantageous because they do not require an explicit training phase [He and Carbonell 2007, Joshi, Porikli, and Papanikolopoulos 2012, Wei, Iyer, and Bilmes 2015, Garnett et al. 2012, Jiang et al. 2017, 2018]. The prediction and score for each unlabeled example can be updated immediately after each new batch of labels. These approaches still require evaluating all of the data, which can be prohibitively expensive on large-scale datasets. Our work targets the selection phase rather than training and uses $k$-NNs to limit candidate examples, not as a classifier. Gorisse, Cord, and Precioso [2011] proposed a similar idea, but at a much smaller scale and with no theoretical guarantees.

Active search is a sub-area of active learning that focuses on highly-skewed class distributions [Garnett et al. 2012, Jiang et al. 2017, 2018, Jiang, Garnett, and Moseley 2019]. Rather than optimizing for model quality, active search aims to find as many examples from the minority class as possible. Prior work has focused on applications such as drug discovery, where dataset sizes are limited, and labeling costs are exceptionally high. Our work similarly focuses on skewed distributions. However, we consider novel active search settings in vision and text where the available unlabeled datasets are much larger, and computational efficiency is a significant bottleneck.

## 3 Problem Statement

This section formally outlines the problems of active learning (Section 3.1) and search (Section 3.2) as well as the selection methods we evaluated. For both, we examined the pool-based batch setting, where examples are selected in batches to improve computational efficiency.
3.1 Active Learning

Pool-based active learning is an iterative process that begins with a large pool of unlabeled data \( U = \{x_1, \ldots, x_n\} \). Each example is sampled from the space \( X \) with an unknown label from the label space \( Y = \{1, \ldots, C\} \) as \( (x_i, y_i) \). We additionally assume a feature extraction function \( G_z \) to embed each \( x_i \) as a latent variable \( G_z(x_i) = z_i \), and that the \( C \) concepts are unequally distributed. Specifically, there are one or more valuable rare concepts \( R \subset C \) that appear in less than 1% of the unlabeled data. For simplicity, we frame this as \( |R| \) binary classification problems solved independently rather than one multi-class classification problem with \( |R| \) concepts. Initially, each rare concept has a small number of positive examples and several negative examples that serve as a labeled seed set \( L_r^0 \). The goal of active learning is to take this seed set and select up to a budget of \( T \) examples to label that produce a model \( A_r^T \) that achieves low error. For each round \( t \) in pool-based active learning, the most informative examples are selected according to the selection strategy \( \phi \) from a pool of candidate examples \( P_r \) in batches of size \( b \) and labeled, as shown in Algorithm 1.

For the baseline approach, \( P_r = \{G_z(x) \mid x \in U\} \), meaning that all the unlabeled examples are considered to find the global optimal according to \( \phi \). Between each round, the model \( A_r^t \) is trained on all of the labeled data \( L_r^t \), allowing the selection process to adapt.

In this paper, we considered **max entropy (MaxEnt)** uncertainty sampling [Lewis and Gale 1994]:

\[
\phi_{\text{MaxEnt}}(z, A_r, P_r) = - \sum \bar{y} P(\bar{y}|z; A_r) \log P(\bar{y}|z; A_r)
\]

and **information density (ID)** [Settles and Craven 2008]:

\[
\phi_{\text{ID}}(z, A_r, P_r) = \phi_{\text{MaxEnt}}(z) \times \left( \frac{1}{|P_r|} \sum_{z_p \in P_r} \text{sim}(z, z_p) \right)^\beta
\]

where \( \text{sim}(z, z_p) \) is the cosine similarity of the embedded examples and \( \beta = 1 \). Note that for binary classification, MaxEnt is equivalent to least confidence and margin sampling, which are also popular criteria for uncertainty sampling [Settles 2009]. While MaxEnt uncertainty sampling only requires a linear pass over the unlabeled data, ID scales quadratically with \( |U| \) because it weighs each example’s informativeness by its similarity to all other examples. To improve computational performance, the average similarity scores can be cached after the first round so that subsequent rounds scale linearly.

We explored the greedy k-centers approach from Sener and Savarese [2018] but found that it never outperformed random sampling for our experimental setup. Unlike MaxEnt and ID, k-centers does not consider the predicted labels. It tries to achieve high coverage over the entire candidate pool, of which rare concepts make up a small fraction by definition, making it ineffective for our setting.

3.2 Active Search

Active search is closely related to active learning, so much of the formalism from Section 3.1 carries over. The critical difference is that rather than selecting examples to label that minimize error, the goal of active search is to maximize the number of examples from the target concept \( r \), expressed with the natural utility function \( u(L_r) = \sum_{(x,y) \in L_r} I(y = r) \). As a result, different selection strategies are favored, but the overall algorithm is the same as Algorithm 1.

In this paper, we consider an additional selection strategy to target the active search setting, **most-likely positive (MLP)** [Warmuth et al. 2002, 2003, Jiang et al. 2018]:

\[
\phi_{\text{MLP}}(z, A_r, P_r) = P(r|z; A_r)
\]

Because active learning and search are similar, we evaluate all selection criteria from Sections 3.1 and 3.2 in terms of the error the model achieves and the number of positives.

4 Similarity Search for Efficient Active Learning and Search (SEALS)

This section describes SEALS and how it improves computational efficiency and impacts sample complexity. As shown in Algorithm 2, SEALS makes two modifications to accelerate the inner loop of Algorithm 1:

---

**Algorithm 1: BASELINE APPROACH**

**Require:** unlabeled data \( U \), labeled seed set \( L_r^0 \), feature extractor \( G_z \), selection strategy \( \phi(\cdot) \), batch size \( b \), labeling budget \( T \)

1: \( L_r = \{(G_z(x), y) \mid (x, y) \in L_r^0\} \)
2: \( P_r = \{G_z(x) \mid x \in U \land (x, \cdot) \notin L_r^0\} \)
3: repeat
4: \( A_r = \text{train}(L_r) \)
5: for \( 1 \) to \( b \) do
6: \( z^* = \text{arg max}_{z \in P_r} \phi(z, A_r, P_r) \)
7: \( L_r = L_r \cup \{(z^*, \text{label}(x^*))\} \)
8: \( P_r = P_r \setminus \{z^*\} \)
9: end for
10: until \( |L_r| = T \)

---

**Algorithm 2: SEALS APPROACH**

**Require:** unlabeled data \( U \), labeled seed set \( L_r^0 \), feature extractor \( G_z \), selection strategy \( \phi(\cdot) \), batch size \( b \), labeling budget \( T \), \( k \)-nearest neighbors implementation \( N(\cdot, \cdot) \)

1: \( L_r = \{(G_z(x), y) \mid (x, y) \in L_r^0\} \)
2: \( P_r = \cup_{(x,y) \in L_r} N(z, k) \)
3: repeat
4: \( A_r = \text{train}(L_r) \)
5: for \( 1 \) to \( b \) do
6: \( z^* = \text{arg max}_{z \in P_r} \phi(z, A_r, P_r) \)
7: \( L_r = L_r \cup \{(z^*, \text{label}(x^*))\} \)
8: \( P_r = (P_r \setminus \{z^*\}) \cup N(z^*, k) \)
9: end for
10: until \( |L_r| = T \)
1. The candidate pool \( \mathcal{P} \) is restricted to the nearest neighbors of the labeled examples.

2. After every example is selected, we find its \( k \) nearest neighbors and update \( \mathcal{P} \).

Both modifications can be done transparently for many selection strategies, making SEALS applicable to a wide range of methods, even beyond the ones considered here.

By restricting the candidate pool to the labeled examples’ nearest neighbors, SEALS applies the selection strategy to at most \( k/L_{\mathcal{E}} \) examples. Finding the \( k \) nearest neighbors for each labeled example adds overhead, but it can be calculated efficiently with sublinear retrieval times [Charikar 2002] and sub-second latency on billion-scale datasets [Johnson, Douze, and Jégou 2017] for approximate approaches.

**Computational Savings.** Each selection round scales with the size of the labeled dataset and sublinearly with the size of the unlabeled data. Excluding the retrieval times for the \( k \) nearest neighbors, the computational savings from SEALS are directly proportional to the pool size reduction for \( \phi_{\text{MaxEnt}} \) and \( \phi_{\text{MLP}} \), which is lower bound by \([U]/kL_{\mathcal{E}}\]. For \( \phi_{\text{ID}} \), the average similarity score for each example only needs to be computed once when the example is first selected. This caching means the first round scales quadratically with \([U]\) and subsequent rounds scale linearly for the baseline approach. With SEALS, each selection round scales according to \( O((1+bk)/|\mathcal{P}|) \) because the similarity scores are calculated as examples are selected rather than all at once. The resulting computational savings of SEALS varies with the labeling budget \( T \) as the upfront cost of the baseline amortizes. Nevertheless, for large-scale datasets with millions or billions of examples, performing that first quadratic round for the baseline is prohibitively expensive.

**Index Construction.** Generating the embeddings and indexing the data can be expensive and slow. However, this cost amortizes over many selection rounds, concepts, or other applications. Similarity search is a critical workload for information retrieval and powers many applications, including recommendation, with deep learning embeddings increasingly being used [Babenko et al. 2014, Babenko and Lempitsky 2016, Johnson, Douze, and Jégou 2017]. As a result, the embeddings and index can be generated once using a generic model trained in a weak-supervision or self-supervision fashion and reused, making our approach just one of many applications using the index. Alternatively, if the data has already been passed through a predictive system (for example, to tag or classify uploaded images), the embedding could be captured to avoid additional costs.

**Sample Complexity.** To shed light on why SEALS works, we analyzed an idealized setting where classes are linearly separable and examples are already embedded (\( x = G_z(x) \)). Let \( \mathcal{X} \subset \mathbb{R}^d \) be some convex set and \( w_* \in \mathbb{R}^d \). An example \( x \in \mathcal{X} \) has a label \( y = 1 \) if \( x^\top w_* \geq 0 \) and a label \( y = -1 \) otherwise. We assume that the \( k \) nearest neighbor graph \( \mathcal{G} = (\mathcal{X}, E) \) satisfies the property that for each \( x, x' \in \mathcal{X} \), if \( \|x - x'\|_2 \leq \delta \), then \( (x, x') \in E \), so any point in a ball around an example \( x \) is a neighbor of \( x \). We also assume that the algorithm is given \( n_0 \) labeled seeds points \( \mathcal{S} = \{x_1, \ldots, x_{n_0}\} \subset \mathcal{X} \) where \( n_0 \geq d - 1 \).

To prove a result, we consider a slightly modified version of SEALS that performs \( d - 1 \) parallel nearest neighbor searches, each one initiated with one of the seed points \( x_i \) with \( i \in \{1, \ldots, d - 1\} \), (see the supplementary material\(^1\) for a formal description and a proof). Note, this procedure still aligns with the batch queries in SEALS.

**Theorem 1.** Let \( \epsilon > 0 \) and let \( \gamma_i \) denote the distance from the seed \( x_i \) to the convex hull of oppositely labeled seed points. There exists a constant \( \sigma > 0 \) that quantifies the diversity of the seeds (defined below) such that after SEALS makes \( O(\max_{i \in \{1, \ldots, d - 1\}} d/\epsilon + \log(\min(\sigma, 1)/\epsilon)) \) queries, its estimate \( \hat{w} \in \mathbb{R}^d \) satisfies \( \|\hat{w} - w_*\|_2 \leq \epsilon \).

The sample complexity bound compares favorably to known optimal sample complexities in this setting [Balcan and Long 2013]: \( O(d/\epsilon) \) and \( O(d \log(1/\epsilon)) \) for passive and active learning, respectively. In particular, the SEALS bound has the optimal logarithmic dependence on \( \epsilon \).

The parameter \( \gamma_i \) is an upper bound on the distance of \( x_i \) to the true decision boundary. Let \( B_1 \) denote the ball of radius \( \gamma_i + 2\delta + \epsilon \) centered at \( x_i \), where \( \epsilon > 0 \) is fixed. The true decision boundary must intersect \( B_1 \). Let \( Z_i \subset B_1 \) denote the set of points in \( B_1 \) that are within \( \epsilon \) of the boundary. The constant \( \sigma \) is a measure of the diversity of the seed examples, defined as:

\[
\sigma = \min_{z_i \in Z_i, i \in \{1, \ldots, d - 1\}} \sigma_{d-1}\left((z_1 \cdots, z_{d-1})\right)
\]

where \( \sigma_{d-1}(\cdot) \) is the \((d - 1)\)th singular value of the matrix. If the \( Z_i \) sets are well separated and if the centers form a well-conditioned basis for a \((d - 1)\)-dimensional subspace in \( \mathbb{R}^d \), then \( \sigma \) is a reasonable constant.

Intuitively, the algorithm has two phases: a slow phase and a fast phase. During the slow phase, the algorithm queries points that slowly approach the true decision boundary at a rate \( \delta \). After at most \( O(\max_1, d\delta^2) \) queries, the algorithm finds \( d - 1 \) points that are within \( \delta \) of the true decision boundary and enters the fast phase. Since the algorithm has already found points that are close to the decision boundary, the constraints of the nearest neighbor graph essentially do not encumber the algorithm, enabling it to home in on the true decision boundary at an exponential rate of \( O(d \log(1/\epsilon)) \).

## 5 Experiments

We applied SEALS to three selection strategies (MaxEnt, MLP, and ID) and performed active learning and search on three separate datasets: ImageNet [Russakovsky et al. 2015], OpenImages [Kuznetsova et al. 2020], and a de-identified and aggregated dataset of 10 billion publicly shared images (Table 1). Section 5.1 details the experimental setup used for both the baselines that run over all of the data (*-All) and our proposed method that restricts the candidate pool (*-SEALS). Sections 5.2, 5.3, and 5.4 provide dataset-specific details and present the active learning and search results for ImageNet, OpenImages, and the proprietary dataset.

---

cause finding positive examples for rare concepts is challenging. Each experiment started with 5 positive examples because finding positive examples for rare concepts is challenging. Negative examples were randomly selected at a ratio of 19 negative examples to every positive example to form a seed set \( L_0 \) with 5 positives and 95 negatives. The slightly higher number of negatives in the initial seed set improved average precision on the validation set across the datasets. The batch size \( b \) for each selection round was the same as the size of the initial seed set (i.e., 100 examples), and the max labeling budget \( T \) was 2,000 examples.

As the binary classifier for each concept \( A_\tau \), we used logistic regression trained on the embedded examples. For active learning, we calculated average precision on the test data for each concept after each selection round. For active search, we count the number of positive examples labeled so far. We take the mean average precision (mAP) and standard deviation (shaded area around the line).

For similarity search, we used locality-sensitive hashing (LSH) [Charikar 2002] implemented in Faiss [Johnson, Douze, and Jégou 2017] with Euclidean distance for all datasets aside from the 10 billion images dataset. This simplified our implementation, so the index could be created quickly and independently, allowing experiments to run in parallel trivially. However, retrieval times for this approach were not as fast as Johnson, Douze, and Jégou [2017] and made up a larger part of the overall active learning loop. In practice, the search index can be heavily optimized and tuned for the specific data distribution, leading to computational savings closer to the improvements described in Section 4 and differences in the “Selection” portion of the runtimes in Table 2. \( k \) was 100 for ImageNet and OpenImages unless specified otherwise, while the experiments on the 10 billion images dataset used a \( k \) of 1,000 or 10,000 to compensate for the size.

We split the data, selected concepts, and created embeddings as detailed below and summarized in Table 1. We also varied the embedding models, the value of \( k \) for SEALs, and the number of initial positives and negatives to test how robust SEALs was to our choices above. Across all values, SEALs performed similarly to the results presented here.

### 5.1 Experimental Setup

We followed the same general procedure for both active learning and search across all datasets and selection strategies. Each experiment started with 5 positive examples because finding positive examples for rare concepts is challenging. Negative examples were randomly selected at a ratio of 19 negative examples to every positive example to form a seed set \( L_0 \) with 5 positives and 95 negatives. The slightly higher number of negatives in the initial seed set improved average precision on the validation set across the datasets. The batch size \( b \) for each selection round was the same as the size of the initial seed set (i.e., 100 examples), and the max labeling budget \( T \) was 2,000 examples.

As the binary classifier for each concept \( A_\tau \), we used logistic regression trained on the embedded examples. For active learning, we calculated average precision on the test data for each concept after each selection round. For active search, we count the number of positive examples labeled so far. We take the mean average precision (mAP) and standard deviation (shaded area around the line).

For similarity search, we used locality-sensitive hashing (LSH) [Charikar 2002] implemented in Faiss [Johnson, Douze, and Jégou 2017] with Euclidean distance for all datasets aside from the 10 billion images dataset. This simplified our implementation, so the index could be created quickly and independently, allowing experiments to run in parallel trivially. However, retrieval times for this approach were not as fast as Johnson, Douze, and Jégou [2017] and made up a larger part of the overall active learning loop. In practice, the search index can be heavily optimized and tuned for the specific data distribution, leading to computational savings closer to the improvements described in Section 4 and differences in the “Selection” portion of the runtimes in Table 2. \( k \) was 100 for ImageNet and OpenImages unless specified otherwise, while the experiments on the 10 billion images dataset used a \( k \) of 1,000 or 10,000 to compensate for the size.

We split the data, selected concepts, and created embeddings as detailed below and summarized in Table 1. We also varied the embedding models, the value of \( k \) for SEALs, and the number of initial positives and negatives to test how robust SEALs was to our choices above. Across all values, SEALs performed similarly to the results presented here.

| Concept | Number of Concepts (|\( R \)|) | Embedding Model (\( G_z \)) | Number of Examples (|\( U \)|) | Percentage Positive |
|---------|-----------------|-----------------|-----------------|-----------------|
| ImageNet [Russakovsky et al. 2015] | 450 | ResNet-50 [He et al. 2016] (500 classes) | 639,906 | 0.114-0.203% |
| OpenImages [Kuznetsova et al. 2020] | 153 | ResNet-50 [He et al. 2016] (1000 classes) | 6,816,296 | 0.002-0.088% |
| 10 billion (10B) images (proprietary) | 8 | ResNet-50 [He et al. 2016] (1000 classes) | 10,094,719,767 | - |

Table 1: Summary of datasets

### 5.2 ImageNet

ImageNet [Russakovsky et al. 2015] has 1.28 million training images spread over 1,000 classes. To simulate rare concepts, we split the data in half, using 500 classes to train the feature extractor \( G_z \) and treating the other 500 classes as unseen concepts. For \( G_z \), we used ResNet-50 but added a bottleneck layer before the final output to reduce the dimension of the embeddings to 256. We kept all of the other hyperparameters the same as in He et al. [2016]. We extracted features from the bottleneck layer and applied \( l^2 \) normalization. In total, the 500 unseen concepts had 639,906 training examples that served as the unlabeled pool. We used 50 concepts for validation, leaving the remaining 450 concepts for our final experiments. The number of examples for each concept varied slightly, ranging from 0.114-0.203% of |\( U \)|. The 50,000 validation images were used as the test set.

**Active Learning.** With a labeling budget of 2,000 examples per concept (\( 0.31\% \text{ of } |\( U \)|)), all baseline and SEALs approaches \((k = 100)\) were within 0.011 mAP of the 0.699 mAP achieved with full supervision. In contrast, random sampling (Random-All) only achieved 0.436 mAP. MLP-All, MaxEnt-All, and ID-All achieved mAPs of 0.693, 0.695, and 0.688, respectively, while the SEALs equivalents were all within 0.001 mAP at 0.692, 0.695, and 0.688 respectively and considered less than 7% of the unlabeled data. The resulting selection runtime for MLP-SEALS and MaxEnt-SEALS dropped by over 25×, leading to a 3.6× speed-up overall (Table 2). The speed-up was even larger for ID-SEALS, ranging from about 45× at 2,000 labels to 3000× at 200 labels. Even at a per-class level, the results were highly correlated with Pearson correlation coefficients of 0.9998 or more. The reduced skew from the initial seed set only accounted for a small part of the improvement, as Random-SEALS achieved an mAP of only 0.498.

**Active Search.** As expected, MLP-All and MLP-SEALS significantly outperformed all other selection strategies for active search. At 2,000 labeled examples per concept, both approaches recalled over 74% of the positive examples for each concept at 74.5% and 74.2% recall, respectively. MaxEnt-All and MaxEnt-SEALS had a similar gap of 0.3%, labeling 57.2% and 56.9% of positive examples, while ID-All and ID-SEALS were even closer with a gap of only 0.1% (50.8% vs. 50.9%). Nearly all of the gains in recall are due to the selection strategies rather than the reduced skew in the initial seed, as Random-SEALS increased the recall by less than 1.0% over Random-All.
Table 2: Wall clock runtimes for varying selection strategies on ImageNet and OpenImages. The last 3 columns break the total time down into 1) the time to apply the selection strategy to the candidate pool, 2) the time to find the k nearest neighbors (k-NN) for the newly labeled examples, and 3) the time to train logistic regression on the currently labeled examples. Despite using a simple LSH search index, SEALS substantially improved runtimes across datasets and strategies.

5.3 OpenImages

OpenImages [Kuznetsova et al. 2020] has 7.34 million images from Flickr. However, only 6.82 million images were still available in the training set at the time of writing. The human-verified labels provide partial coverage for over 19,958 classes. Like Kuznetsova et al. [2020], we treat examples that are not positively labeled for a given class as negative examples. This label noise makes the task much more challenging, but all of the selection strategies adjust after a few rounds. As a feature extractor, we took ResNet-50 pre-trained on all of ImageNet and used the $l^2$ normalized output from the bottleneck layer. As rare concepts, we randomly selected 200 classes with between 100 to 6,817 positive training examples. We reviewed the selected classes and removed 47 classes that overlapped with ImageNet. The remaining 153 classes appeared in 0.002-0.088% of the data. We used the predefined test split for evaluation.

**Active Learning.** At 2,000 labels per concept (0.029% of $|U|$), MaxEnt-All and MLP-All achieved 0.399 and 0.386 mAP, respectively, while MaxEnt-SEALS and MLP-SEALS both achieved 0.386 mAP and considered less than 1% of the data. This sped-up the selection time by over 180× and the total time by over 3×, as shown in Table 2. Increasing $k$ to 1,000 significantly narrowed this gap for MaxEnt-SEALS and MLP-SEALS, improving mAP to 0.395. Moreover, the reduced candidate pool from SEALS made ID tractable, whereas ID-All ran for over 24 hours in wall-clock time without completing a single round (Table 2).

**Active Search.** The gap between the baselines and SEALS was even closer on OpenImages than on ImageNet despite considering a much smaller fraction of the overall unlabeled pool. MLP-All, MLP-SEALS, MaxEnt-SEALS, and MaxEnt-All were all within 0.1% with ~35% recall at 2,000 labels per concept. ID-SEALS had a recall of 29.3% but scaled nearly as well as the linear approaches.

5.4 10 Billion Images

10 billion (10B) publicly shared images from a large internet company were used to test SEALS’ scalability. We used the same pre-trained ResNet-50 model as the OpenImages experiments. We also selected eight additional classes from OpenImages as rare concepts: ‘rat,’ ‘sushi,’ ‘bowling,’ ‘beach,’ ‘hawk,’ ‘cupcake,’ and ‘crowd.’ This allowed us to use the test split from OpenImages for evaluation. Unlike the other datasets, we hired annotators to label images as they were selected and used a proprietary index to achieve low latency retrieval times to capture a real-world setting.

**Active Learning.** Despite the limited pool size, SEALS performed similarly to the baseline approaches that scanned all 10 billion images. At a budget of 1,500 labels, MaxEnt-SEALS ($k=10K$) achieved a similar mAP to the baseline (0.504 vs. 0.508 mAP), while considering only about 0.1% of the data (Figure 1). This reduction allowed MaxEnt-SEALS to finish selection rounds in just seconds on a single 24-core machine, while MaxEnt-All took several minutes on a cluster with tens of thousands of cores. Unlike the ImageNet and OpenImages experiments, MLP-SEALS performed poorly at this scale because there are likely many redundant or near-duplicate examples of little value.

**Active Search.** SEALS performed well despite considering less than 0.1% of the data and collected two orders of magnitude more positive examples than random sampling.
Figure 1: Active learning and search on a de-identified and aggregated dataset of 10 billion publicly shared images. SEALS with \( k = 10,000 \) performed similarly to the baseline approach in terms of both the error the model achieved for active learning (left) and the recall of positive examples for active search (right), while only considering a fraction of the data \( U \) (middle).

Figure 2: Correlations between AP and measurements of the latent structure of unseen concepts. SEALS \((k = 100)\) achieved higher APs for classes that formed larger connected components (left) and had shorter paths between examples (right) in ImageNet (top) and OpenImages (bottom).

6 Discussion

We empirically found little difference between the baselines that used all the unlabeled data and their SEALS equivalents, even at a per-class level. On OpenImages, the Pearson’s correlation between the baseline and SEALS for the average precision of individual classes was 0.986 for MaxEnt and 0.987 for MLP. On ImageNet, the correlations were even higher.

To better understand when SEALS works, we analyzed the relationship between average precision and the structure of the nearest neighbor graph across concepts. Overall, SEALS performed better for concepts that formed larger connected components and had shorter paths between examples, as shown in Figure 2. The largest connected component gives a sense of how much of the concept SEALS can reach, while the average shortest path serves as a proxy for how long it will take to explore.

For most concepts in ImageNet, the largest connected component contained the majority of examples, and the paths between examples were very short. These tight clusters explain why so few examples were needed to learn accurate binary concept classifiers, as shown in Section 5, and why SEALS recovered 74% of positive examples on average while only labeling 0.31% of the data. If we constructed the candidate pool by randomly selecting examples as in [Ertelk et al. 2007], mAP and recall would drop for all strategies. The concepts were so rare that the randomly chosen examples were not close to the decision boundary.

For OpenImages, rare concepts were more fragmented, but each component was fairly tight, leading to short paths between examples. On a per-class level, concepts like ‘monster truck’ and ‘blackberry’ performed much better than generic concepts like ‘electric blue’ and ‘meal’ that were more scattered. This fragmentation partly explains the gap between SEALS and the baselines in Section 5, and why increasing \( k \) closed it. As \( k \) increases, so does the candidate pool and the computational complexity, creating a trade-off between computational efficiency and the labeling efficiency of the underlying selection strategies. However, even for small values of \( k \), SEALS led to significant gains over random sampling. This makes active learning and search tractable for almost any amount of unlabeled data and computational budget, as demonstrated with the 10B images.

7 Conclusion

We introduced SEALS as a simple approach to make the selection rounds of active learning scale sublinearly with the unlabeled data. Instead of scanning over all of the data, SEALS restricted the candidate pool to the nearest neighbors of the labeled set. Despite this limited pool, we found that SEALS achieved similar average precision and recall while improving computational efficiency by up to three orders of magnitude, enabling web-scale active learning.
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