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Abstract

Fine-tuning large-scale pre-trained language models tasks has become the de facto standard for downstream NLP tasks. However, fine-tuning all parameters of these large models brings expensive computation and storage cost. In this work, inspired by model prompting, we propose Mixture of Virtual Prompts adaptation (MVP adaptation). We first learn virtual prompts downstream tasks to inject task or language specific knowledge, while the pre-trained models are frozen to provide general knowledge. We extend virtual prompting to deal with varying complexity inputs, learning a set of virtual prompts with distinct capacities to learn different levels of knowledge, and dynamically aggregating them to adapt for each individual sequence. Experiments conducted on 5 natural language understanding tasks demonstrate that our methods could achieve comparable performances relative to the full model. Importantly, we show the superiority of MVP in terms of linguistic variation settings which allows efficient adaption to different dialects. We outperform strong efficient finetuning baselines using only 0.03% of its parameters.

1 Introduction

Recently, large pre-trained language models (PLMs) have obtained great success and, through fine-tuning on task/dialect-specific labeled data, achieved state-of-the-art performances across a wide variety of downstream natural language processing tasks (Devlin et al., 2019; Liu et al., 2019; Yang et al., 2019; Joshi et al., 2019; Sun et al., 2019; Clark et al., 2019; Lewis et al., 2020; Bao et al., 2020; He et al., 2020; Raffel et al., 2020; Ziemas et al., 2022a). However, fine-tuning large models and storing them separately for different tasks/dialects are inherently expensive in terms of both training time and storage overhead (e.g., 355M parameters for RoBERTa (Liu et al., 2019) and 175B parameters for GPT-3 (Brown et al., 2020)), making them difficult to be deployed in real-world NLP systems (which are usually composed of multiple tasks/multiple language variations).

In order to improve the efficiency, different sets of approaches have been proposed where only a small number of parameters are tuned while the pre-trained models are frozen to adapt general knowledge in PLMs to specific down-stream tasks (e.g., sentiment classification) or language variations (e.g., African American Vernacular English, AAVE) (Houlsby et al., 2019a; Pfeiffer et al., 2021; Li and Liang, 2021; Brown et al., 2020; Lester et al., 2021; Schick and Schütze, 2021; Ziemas et al., 2022a). Specifically, Houlsby et al. (2019a) introduced extra parameters that needed to be learned via adding extra linear layers to every transformer layer (Houlsby et al., 2019a; Pfeiffer et al., 2021). To further enable a smaller set of task-specific parameters, well-designed and generated prompts are appended to the input and learned (Brown et al., 2020; Shin et al., 2020a; Lester et al., 2021; Hambardzumyan et al., 2021; Le Scao and Rush, 2021), or be viewed as activation matrix and added per transformer layer (Li and Liang, 2021). While achieving great success, the prompt-based methods usually require carefully-designed modules to generate prompts (Brown et al., 2020; Shin et al., 2020a; Hambardzumyan et al., 2021; Le Scao and Rush, 2021), or be viewed as activation matrix and added per transformer layer (Li and Liang, 2021). While achieving great success, the prompt-based methods usually require carefully-designed modules to generate prompts (Brown et al., 2020; Shin et al., 2020a; Hambardzumyan et al., 2021; Le Scao and Rush, 2021), or be viewed as activation matrix and added per transformer layer (Li and Liang, 2021). While achieving great success, the prompt-based methods usually require carefully-designed modules to generate prompts (Brown et al., 2020; Shin et al., 2020a; Hambardzumyan et al., 2021; Le Scao and Rush, 2021), or be viewed as activation matrix and added per transformer layer (Li and Liang, 2021).
of a frozen PLM that is shared across different tasks/languages variations to provide general information. Virtual prompts with different capacities are learned jointly and dynamically aggregated based on the input sequence, which composes knowledge of different capacities for individual data points. To demonstrate the effectiveness of our proposed methods, we compare the proposed approach with model fine-tuning and automated-prompt-based tuning methods on 5 single-sentence natural language understanding tasks. By only adding less than 0.03% parameters, our MVP adaptation achieves comparable performance (around 97%) to full model fine-tuning. Importantly, we show the superiority of our MVP in terms of dialect adaptations by adapting models trained on standard English to dialects, where all the dialects share one base model trained on standard English while only several virtual prompts are leaned to make adaptations.

Our contributions in this paper are as follows: (1) We propose using multiple end-to-end learned virtual prompts to adapt large-scale language models to natural language understanding tasks and language variations. (2) A novel method jointly learn and dynamically combine virtual prompts to allow adaptation to different data points. (3) Experiments conducted on five natural language understanding tasks show that MVP provides a strong efficiency to performance trade-off compared to several competitive baselines on parameter-efficient fine-tuning. (4) Experiments conducted on a dialectal benchmark which highlights the ability of MVP to enable models tailored to specific linguistic variation to run in parallel.

2 Related Work

2.1 Prompts for In-context Learning

Many extremely large language models such as GPT-3 (Brown et al., 2020) leverage in-context prompts as the sole mechanism to efficiently adapt behavior. However such prompts are typically hand-crafted, giving rise to unstable empirical results with large variance (Gao et al., 2020; Liu et al., 2021a) as well as subjective heuristics. Different strategies are proposed to generate high-quality prompts by focusing on prompt format, example selection and even order of examples (Liu et al., 2021a; Zhao et al., 2021; Lu et al., 2021; Jiang et al., 2020a). These prompt engineering strategies have been explored for both natural language generation and understanding tasks in prior works (Sun and Lai, 2020; Mao et al., 2020; Cai et al., 2018; Le Scao and Rush, 2021).

Shin et al. (2020b) develops AutoPrompt, which creates prompts for different tasks based on gradient-guided search. Chen et al. (2021) introduces AdaPrompt, which constructs customized prompts for relation extraction by exploiting the knowledge within large pre-trained model. Jiang et al. (2020b) proposes to probe the knowledge in language model by generating better prompts using mining-based/paraphrasing-based methods. Our work aims to replicate the benefits of multiple-example prompting, inspired by these prompts-based learning. However MVP directly learns virtual prompts with different capacities in an end-to-end manner without the need to design or generate any new prompts.

2.2 Parameter-efficient Fine-tuning

As pre-trained models increase in size, storing fine-tuned models becomes exceedingly expensive and fine-tuning becomes infeasible for those without extremely high compute resources. A growing body of research has been devoted to find parameter-efficient alternatives for adapting large-scale pre-trained models with reduced memory and storage cost. Houlsby et al. (2019b) propose to adapt large models using bottleneck layers (with skip-connection) between each layer. This idea has been extended in many domains (Stickland and Murray, 2019; Pfeiffer et al., 2020a; Rebuffi et al., 2017; Lin et al., 2020). Other works have aimed to avoid introducing additional parameters by identifying and training only a subset of all model parameters (Zhao et al., 2020; Guo et al., 2020; Mallya et al., 2018; Radiya-Dixit and Wang, 2020; Sung et al., 2021). Recent work also explored injecting trainable rank decomposition matrices into each layer (Hu et al., 2021; He et al., 2021).

Li and Liang (2021) introduces prefix-tuning that prepends a set of prefixes to autoregressive language models or prepends prefixes for both encoder and decoder. The prefix parameters are updated while the pre-trained parameters are fixed. Empirically, the resulting model matches the performance of full fine-tuning with only 0.1% parameters for various generation tasks. Lester et al. (2021) proposes a similar method, but only adds virtual tokens at the embedding layer of very large scale models. We extend the idea of prompting by using multiple
Figure 1: Overall Architecture for Mixture of Virtual Prompts (MVP). During training, the parameters in pre-trained model is fixed. Virtual prompts of different length, \( VP_{1:K} \), are appended to the input sentence and encoded separately first. Then the encoded results \( y_i \) from different virtual prompts are aggregated to make the predictions.

virtual prompts to allow each virtual prompt can learn its specialization, which can be used to better adapt to each individual data point.

3 Methods

To more efficiently fine-tune large pre-trained language models on down-stream tasks, we introduce virtual prompts in Section 3.1 where we learn virtual prompts with limited length. Since different data points exhibit different complexities, which might require different model capacities, we further propose the Mixture of Virtual Prompts (MVP) adaptation in Section 3.2 to dynamically aggregate task knowledge from virtual prompts with different capacities for different inputs. The overall model architecture is shown in Figure 1.

3.1 Virtual Prompts

Our virtual prompt method trains only continuous embeddings and a final classifier\(^{1}\) to adapt a shared frozen model with parameters \( \theta^* \) to task knowledge. Specifically, after the embedding layer in the pre-trained language model, the input sentences are first embedded into a hidden matrix \( H \in \mathbb{R}^{N \times D} \), where \( D \) is the number of hidden dimensions:

\[
H = f_0(s; \theta^*)
\]

(1)

We then append a randomly initialized virtual prompts matrix \( V \in \mathbb{R}^{L \times D} \) to \( H \), and continue the forward passing:

\[
[H^M; V^M] = f_{1:M}([H; V]; \theta^*)
\]

(2)

During training, we only update this virtual prompt matrix \( V \) to maximize the overall log-likelihood objective, leaving \( \theta^* \) fixed:

\[
\max_{V,g} \sum p(y|g(f_{1:M}([H; V]; \theta^*)))
\]

(3)

Here, \( \tilde{y} = g([H^M; V^M]) \) is the final classifier. After training, only the parameters \( V \) and \( g(.) \) need to be stored for specific tasks while \( \theta^* \) in pre-trained models will be shared across all the tasks. Detailed analyses are discussed in Section 3.3.

Compared to previous prompt-based tuning (Shin et al., 2020a; Hambardzumyan et al., 2021; Jiang et al., 2020a) where prompts are either specially designed or found through adversarial process, our virtual prompts are initialized and directly learned in an end-to-end fashion during training. Our virtual prompts extends prior work on prefix-tuning (Li and Liang, 2021) and prompt-tuning (Lester et al., 2021).

3.2 Mixture of Virtual Prompts

While updating virtual prompts can effectively bring in task-specific knowledge, work on hard prompting highlights that different levels of knowledge might be useful for input sentences with various complexities (Xin et al., 2020; Zhou et al., 2020). In order to allow virtual prompts adapt to different data points more strategically and more specifically, we introduce Mixture of Virtual Prompts (MVP) based on the virtual prompts where virtual prompts of different lengths are introduced and learned simultaneously, and are dynamically aggregated based on the input sentence. In MVP, a series of virtual prompts \( \{V_1, \ldots, V_K\} \) with different lengths (suppose \( V_i \) is the virtual prompts of length \( L_i \), the length for \( V_i \) is set \( \frac{L_i}{k} \) ) are first appended separately to the hidden sentence matrix.

\(^{1}\)We omit the updates of the top classifiers for simplicity in the following sections.
To obtain the individual predictions:

\[
[H^M; V^M_i] = f_{1:M}([H; V_i]; \theta^*), \ i \in [1, K] \tag{4}
\]

\[
\tilde{y}_i = g([H^M; V^M_i]), \ i \in [1, K] \tag{5}
\]

Predictions from models with different virtual prompts are then combined to get the final output:

\[
\tilde{y} = \sum_{i=1}^K G([H^M; V^M_i]) \cdot \tilde{y}_i \tag{6}
\]

\[V_{1:K}\] will then be updated to minimize the supervised objective function:

\[
\mathcal{L} = -y \log(\tilde{y}) \tag{7}
\]

Here \(G(.)\) is a gating function to assign soft weights \(\alpha_i\) to virtual prompts \(V_i\) for one given sentence based on the encoded representations \(V^M_i\) from the last layer of the pre-trained model:

\[
v^M_i = \text{pooling}(V^M_i) \tag{8}
\]

\[
u_i = \tanh(W_V v^M_i + b_V) \tag{9}
\]

\[
\alpha_i = \frac{\exp(u_i^T u_g)}{\sum_i \exp(u_i^T u_g)} \tag{10}
\]

where \(W_v, b_v\) are parameters and \(u_g\) is a randomly initialized global vector, the pooling function transform the \(V^M_i \in R^{L \times D}\) to vector \(v^M_i \in R^D\) through averaging over \(L\).

### 3.2.1 Balancing Utilization in MVP

Our empirical results show that the gating function tends to converge to a state where it always assign higher weights to the same virtual prompts. This imbalance phenomenon is self-reinforced because the favored virtual prompts are updated more rapidly during the training stage and thus receiving even higher weights from the gating function (Eigen et al., 2013; Bengio et al., 2016; Shazeer et al., 2017; Lin et al., 2019).

To balance utilization of different virtual prompts, we add two additional constraints to regularize the virtual prompts and the gating function: (i) each virtual prompt should learn its own specialization and capture different information, (ii) all virtual prompts should receive equal importance. For (i), we directly minimize the pairwise cosine similarities between hidden representations of different virtual prompts:

\[
\mathcal{L}_c = \sum_{i,j \in [1, K]} \frac{v^M_i v^M_j}{\|v^M_i\| \cdot \|v^M_j\|} \tag{11}
\]

<table>
<thead>
<tr>
<th>Methods</th>
<th># of Parameters to Store</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full fine-tuning</td>
<td>(O(N M))</td>
</tr>
<tr>
<td>Adapters</td>
<td>(O(M + N N' D D))</td>
</tr>
<tr>
<td>Prefix</td>
<td>(O(M + N N' L D))</td>
</tr>
<tr>
<td>Virtual Prompts</td>
<td>(O(M + N L D))</td>
</tr>
<tr>
<td>MVP</td>
<td>(O(M + N K L D))</td>
</tr>
</tbody>
</table>

Table 1: The number of parameters required for finetuning and storage for different tuning approaches for \(N\) tasks. A pre-trained language model with \(M\) parameters is used as the base model. \(N'\) is the number of layers in language models (usually 12 or 24). \(D\) is the hidden dimensions (usually 768 or 1024). \(L\) is the length of prefix or virtual prompts. Here, \(K\) is the number of virtual prompts in MVP.

To deal with (ii), inspired by Shazeer et al. (2017), we define the importance score of one virtual prompt within a batch as the sum of weights assigned by the gating function in a batch of sentences as follows:

\[
I_i = \sum_j G([H_j^M; V_i^M]) \tag{12}
\]

where \(i\) means the \(i\)-th virtual prompts and \(j\) means the \(j\)-th sentence in a batch. During training, we minimize the variance of the importance scores across different virtual prompts:

\[
\mathcal{L}_v = \delta^2(I_{1:K}) \tag{13}
\]

### 3.2.2 Training Objective

The overall learning objective of MVP combines the supervised loss and regularization terms:

\[
\mathcal{L}_{MVP} = \mathcal{L} + \gamma \mathcal{L}_c + \beta \mathcal{L}_v \tag{14}
\]

where \(\gamma\) and \(\beta\) are hyper-parameters to control the magnitude of regularization.

### 3.3 Model Complexity Analysis

Here we discuss the number of parameters required for finetuning and storage for MVP. The comparison with different baseline approaches is shown in Table 1. Suppose we are building NLP systems for \(N\) different tasks using a large pre-trained language model (\(N'\) layers and \(D\) hidden dimensions, with a total \(M\) parameters) as the base model.

For the full fine-tuning where the whole language model is fine-tuned separately for different tasks, the number of parameters needed to be stored grows linearly (require storing at least \(O(N M)\) parameters). When \(N\) becomes large in NLP systems, it takes significant expensive space cost for
the systems. To this end, methods like adapters (Houlsby et al., 2019b) and prefix (Li and Liang, 2021) freeze the pre-trained parameters for different tasks while only updating a small number of extra parameters added through linear layers or prefix matrix. However, the size often grows linearly with the number of layers and hidden dimension in pre-trained models. Compared to adapters and prefix, our MVP only requires $O(KLD)$ parameters for a single task where $K$ is the number of prompts and usually smaller than 5, which significantly alleviates the storage cost. In the meanwhile, since the pre-trained model is frozen during training, the training speed of MVP also increases (roughly 3 times faster) compared to full fine-tuning.

4 Experimental Setup

4.1 Datasets

We evaluate our methods using a wide range of natural language understanding tasks including:

**Multiple Sentences Inference:** Multi-Genre Natural Language Inference (MNLI) (Wang et al., 2018) which classifies the relationships between two sentences into entailment, contradiction, or neutral, and Question Natural Language Inference (QNLI) (Wang et al., 2018) which predict whether a given sentence is the correct answer to a given question.

**Sentiment Analysis:** Stanford Sentiment Treebank (SST-2) (Wang et al., 2018) which predicts the sentiment of movie reviews to be positive or negative.

**Topic Classification:** AG News (Zhang et al., 2015) which predict the topics for given news, and Yahoo! Answers (Chang et al., 2008) which classifies the main topics of online question-answer interactions.

**Dialect Adaptation:** Finally, to assess the ability of MVP to model linguistic variation we evaluate on aligned African American English-like (AAE) versions of SST-2, MNLI, and QNLI using the splits released in the Vernacular Language Understanding Benchmark (Ziems et al., 2022b).

Accuracy was used as the evaluation metric across all the datasets. The dataset statistics including the task type, the number of classes and the detailed data split are presented in Table 2.

4.2 Baselines

We compare our MVP with several state-of-the-art baselines in efficient fine-tuning as follows:

RoBERTa $^2$ (Liu et al., 2019) is one of the state-of-the-art pre-trained language model for natural language understanding. In this work, we use off-the-shelf RoBERTa as our base model for all the methods. For downstream tasks, all the model parameters are fine-tuned.

**Classifier-only** where only the top classifier head is fine-tuned while the whole pre-trained RoBERTa encoder is fixed during training.

**Adapter** $^3$ (Houlsby et al., 2019a) adds adapter modules which consist of linear layers and are added to each transformer layer twice, with one after the projection following multi-headed attention and another after the two feed-forward layers.

**Prefix** $^4$ (Li and Liang, 2021) is a method proposed for generation tasks which optimizes a set of small continuous task-specific vectors prepended to every transformer layer for each task.

4.3 Model Settings

We used the pre-trained RoBERTa-base model (Liu et al., 2019) to initialize all the methods. Note that our MVP method is agnostic to other types of pre-trained language models as well. We followed Liu et al. (2019) to set the linear decay scheduler with a warmup ratio of 0.06 for training. The batch size was 64. The maximum learning rate was selected from \{4e-4, 5e-4, 1e-3, 2e-3\} and the maximum number of training epochs was set to be either 5 or 10. The maximum length of virtual prompts was set $L = 50$ after a grid search from \{5, 10, 50, 100, 120\}. The number of virtual prompts was set $K = 2$ after a grid search from \{2, 3, 4, 5\}. The weights $\gamma$ and $\beta$ in our objective function were 0.01 and 0.1. All the experiments were performed using 8 NVIDIA Tesla V100.

5 Experimental Results

5.1 Downstream Task Evaluation

Table 3 describes the accuracy of different models on the 5 standard English benchmark datasets. We observe that, compared to RoBERTa-base, **Classifier-only** where only the top classification head is fine-tuned only achieves 71.40 average performances as the whole encoder is not learned from specific tasks, and **Adapter** that used 4% of its

---

2https://huggingface.co/transformers/model_doc/roberta.html
3https://adapterhub.ml/
4https://github.com/XiangLi1999/PrefixTuning
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Task</th>
<th># Classes</th>
<th># Train</th>
<th># Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNLI</td>
<td>Natural Language Inference</td>
<td>3</td>
<td>393k</td>
<td>20k</td>
</tr>
<tr>
<td>QNLI</td>
<td>Natural Language Inference (QA)</td>
<td>2</td>
<td>105k</td>
<td>5.4k</td>
</tr>
<tr>
<td>SST-2</td>
<td>Sentiment Classification</td>
<td>2</td>
<td>67k</td>
<td>1.8k</td>
</tr>
<tr>
<td>AG News</td>
<td>News Topic Classification</td>
<td>4</td>
<td>120k</td>
<td>7.6k</td>
</tr>
<tr>
<td>Yahoo! Answer</td>
<td>QA Topic Classification</td>
<td>10</td>
<td>1400k</td>
<td>60k</td>
</tr>
</tbody>
</table>

Table 2: Dataset statistics for 5 benchmark datasets including the task type, the number of classes, as well as the size of training and testing set.

<table>
<thead>
<tr>
<th>Method</th>
<th>MNLI</th>
<th>QNLI</th>
<th>SST-2</th>
<th>AG News</th>
<th>Yahoo!</th>
<th>Average</th>
<th>% Param.</th>
</tr>
</thead>
<tbody>
<tr>
<td>RoBERTa-base</td>
<td>87.6</td>
<td>92.8</td>
<td>94.8</td>
<td>87.2</td>
<td>76.8</td>
<td>87.84</td>
<td>-</td>
</tr>
<tr>
<td>Classifier-only</td>
<td>55.4</td>
<td>71.9</td>
<td>83.6</td>
<td>78.5</td>
<td>67.6</td>
<td>71.40</td>
<td>0.01%</td>
</tr>
<tr>
<td>Adapter</td>
<td>85.2</td>
<td>91.6</td>
<td>94.2</td>
<td>86.3</td>
<td>75.6</td>
<td>86.60</td>
<td>4.00%</td>
</tr>
<tr>
<td>Adapter</td>
<td>82.8</td>
<td>88.2</td>
<td>92.0</td>
<td>83.4</td>
<td>73.6</td>
<td>84.04</td>
<td>0.08%</td>
</tr>
<tr>
<td>Prefix</td>
<td>82.1</td>
<td>89.6</td>
<td>93.4</td>
<td>84.5</td>
<td>74.4</td>
<td>84.80</td>
<td>0.06%</td>
</tr>
<tr>
<td>Prefix</td>
<td>82.0</td>
<td>89.0</td>
<td>93.3</td>
<td>83.7</td>
<td>74.5</td>
<td>84.43</td>
<td>0.03%</td>
</tr>
<tr>
<td>MVP †</td>
<td>83.8</td>
<td>90.4</td>
<td>94.0</td>
<td>84.9</td>
<td>75.4</td>
<td>85.72</td>
<td>0.03%</td>
</tr>
<tr>
<td>∆ comp. RoBERTa</td>
<td>95.7%</td>
<td>97.4%</td>
<td>99.2%</td>
<td>97.4%</td>
<td>98.2%</td>
<td>97.6%</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3: Performances on the benchmark datasets, as well as the number of parameters needed to be tuned and stored compared to RoBERTa-base (135M). † is our proposed method. Last row shows the performance of MVP compared to RoBERTa.

<table>
<thead>
<tr>
<th>Method</th>
<th>MNLI</th>
<th>QNLI</th>
<th>SST-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>RoBERTa-AAE</td>
<td>83.5</td>
<td>91.8</td>
<td>93.0</td>
</tr>
<tr>
<td>RoBERTa-SAE</td>
<td>82.8</td>
<td>91.4</td>
<td>92.4</td>
</tr>
<tr>
<td>Adapter</td>
<td>83.3</td>
<td>91.3</td>
<td>93.3</td>
</tr>
<tr>
<td>Prefix</td>
<td>81.5</td>
<td>86.2</td>
<td>93.1</td>
</tr>
<tr>
<td>MVP †</td>
<td>83.8</td>
<td>89.6</td>
<td>93.7</td>
</tr>
<tr>
<td>∆ comp. AAE</td>
<td>100.3%</td>
<td>97.6%</td>
<td>100.7%</td>
</tr>
</tbody>
</table>

Table 4: Performances on dialect adaptation. † is our proposed method. Last row shows the performance of MVP compared to RoBERTa finetuned on AAE data.

| Table 5: Performances on MNLI, SST-2 and AG News with different number of virtual prompts in MVP. |
|-------------|-------------|-------------|-------------|-------------|
| K           | 1           | 2           | 3           | 4           |
| MNLI        | 82.0        | 83.84       | 83.24       | 81.52       |
| SST-2       | 92.89       | 94.04       | 93.69       | 93.12       |
| AG News     | 83.72       | 84.93       | 84.63       | 84.25       |

In contrast, MVP achieved better performances compared to Prefix when both using the same amount of trainable parameters. Such improvements are consistent across five datasets, and even better compared to Adapter with 0.08% parameter size. Specifically, compared to RoBERTa-base, MVP maintained 95.7% of its performance on MNLI, 97.4% on QNLI, 99.2% on SST-2, 97.4% on AG News, and 98.2% on Yahoo! Answer, when only 0.03% parameters were involved. Overall, this demonstrated the effectiveness of MVP in capturing task specific knowledge of multiple representative NLU tasks, via a mixture of virtual prompts with various learning capacities.

5.2 Dialect Adaptation Evaluation

Once MVP has prepended it’s prompts to the input, a prompt modified input can be batched with trainable parameters achieved an average accuracy of 0.866, i.e., 98.5% of the original performances (0.878) averaged across five different datasets, by only updating extra linear layers added to every transformer layer. When we lowered down the hidden dimensions of the added linear layers (only 0.08% parameters are used), the performances of Adapter dropped while still maintained 96% of RoBERTa-base’s averaged accuracy. Surprisingly, Prefix with 0.03% parameters has comparable results as using 0.06% parameters; both are slightly better than Adapter. It is worth mentioning that prefix here could be viewed as a special case of our MVP, where the number of virtual prompts was set 1 and virtual prompts were prepended to every transform layer.
Figure 2: Performances on MNLI, QNLI, SST-2, AG News and Yahoo! Answer with the length of virtual prompt varying from 5 to 120.

<table>
<thead>
<tr>
<th>Method</th>
<th>MNLI</th>
<th>QNLI</th>
<th>SST-2</th>
<th>AG News</th>
<th>Yahoo!</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>RoBERTa-base</td>
<td>87.6</td>
<td>92.8</td>
<td>94.8</td>
<td>87.2</td>
<td>76.8</td>
<td>87.84</td>
</tr>
<tr>
<td>MVP w. len = {100}</td>
<td>82.1</td>
<td>89.6</td>
<td>93.4</td>
<td>84.5</td>
<td>74.4</td>
<td>84.80</td>
</tr>
<tr>
<td>MVP w. len = {50, 50}</td>
<td>82.1</td>
<td>89.4</td>
<td>93.5</td>
<td>84.3</td>
<td>74.6</td>
<td>84.76</td>
</tr>
<tr>
<td>MVP w. len = {50, 25}</td>
<td>83.8</td>
<td>90.4</td>
<td>94.0</td>
<td>84.9</td>
<td>75.4</td>
<td>85.72</td>
</tr>
</tbody>
</table>

Table 6: Performance comparisons between mixture of virtual prompts of the same length vs different lengths.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Virtual Prompt</th>
<th>len = 50</th>
<th>len = 25</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNLI</td>
<td># Sentences</td>
<td>6788</td>
<td>3044</td>
</tr>
<tr>
<td></td>
<td># Words</td>
<td>39.41</td>
<td>32.51</td>
</tr>
<tr>
<td></td>
<td>Flesch Score</td>
<td>62.18</td>
<td>67.43</td>
</tr>
<tr>
<td>QNLI</td>
<td># Sentences</td>
<td>4173</td>
<td>1290</td>
</tr>
<tr>
<td></td>
<td># Words</td>
<td>69.82</td>
<td>40.84</td>
</tr>
<tr>
<td></td>
<td>Flesch Score</td>
<td>46.60</td>
<td>57.38</td>
</tr>
<tr>
<td>SST-2</td>
<td># Sentences</td>
<td>654</td>
<td>218</td>
</tr>
<tr>
<td></td>
<td># Words</td>
<td>20.03</td>
<td>18.12</td>
</tr>
<tr>
<td></td>
<td>Flesch Score</td>
<td>39.29</td>
<td>42.11</td>
</tr>
<tr>
<td>AG News</td>
<td># Sentences</td>
<td>2730</td>
<td>4870</td>
</tr>
<tr>
<td></td>
<td># Words</td>
<td>48.02</td>
<td>63.72</td>
</tr>
<tr>
<td></td>
<td>Flesch Score</td>
<td>27.21</td>
<td>12.91</td>
</tr>
<tr>
<td>Yahoo! Answer</td>
<td># Sentences</td>
<td>10925</td>
<td>49075</td>
</tr>
<tr>
<td></td>
<td># Words</td>
<td>75.8</td>
<td>43.1</td>
</tr>
<tr>
<td></td>
<td>Flesch Score</td>
<td>56.43</td>
<td>65.83</td>
</tr>
</tbody>
</table>

Table 7: The average number of words and Flesh reading ease score of sentences preferred by two different virtual prompts from MVP.

unmodified data without a performance cost. Both adapters and prefix-tuning require injecting additional parameters at intermediate stages, limiting benefits from cross-task batching. In the case of linguistic variation, this allows MVP models trained on two language variants to be run in parallel. This allows systems to add improvements for underserved language variants without major performance impacts.

We report the effectiveness of MVP for this scenario in Table 4. Surprisingly, in two out of three tasks MVP outperforms even finetuning on the dialect specific data indicating that MVP has a high capability to learn patterns of linguistic variation. On QNLI however, all efficient finetuning methods are outperformed by the SAE Roberta model which adds no additional dialect specific features.

5.3 Varying the Length of Virtual Prompts

To examine how the length of virtual prompts affects our model performances, we varied the length \( L \) of the used virtual prompts from 5 to 120. Here, we set the number of virtual prompts as 1, and described the results in Figure 2. We observed that, when \( L \) increases from 5 to 50, model performances increased significantly, reaching a peak around \( L=50 \). Such trend is consistent across five different datasets. The increases in performances started to converge and even degraded after certain length (\( L > 50 \)). Thus we set the maximum length of virtual prompts as 50 for MVP in this work. This suggests that for different NLU tasks, there exists an optimal length needed by the virtual prompts, depending on the task complexity itself.

5.4 Varying the Number of Virtual Prompts

Similarly, we looked at the optimal number of virtual prompts needed in MVP. We searched the number of experts (virtual prompts) over \{1, 2, 3, 4\} (the maximum length of virtual prompts was set 50) and summarized the results in Table 5. Here, MNLI, SST-2 and AG News were used as case studies for different types of tasks, as the other two datasets often exhibited similar properties. When increasing the number of virtual prompts from 1 to
2, we observed an increase in the corresponding F1 scores. More virtual prompts after $K = 3$ did not further help. This communicates to us that more virtual prompts might be needed for more complicated natural language understanding tasks, and for relatively simple classification tasks, two to three virtual prompts seem to be enough.

5.5 Influence of Mixture of Virtual Prompts
To investigate whether a mixture of virtual prompts with different capacities is necessary, we compared three settings, including MVP w. $\text{len} = \{100\}$ that used only one single virtual prompts with length 100, MVP w. $\text{len} = \{50, 50\}$ that used two virtual prompts with the same length (50 and 50), and MVP w. $\text{len} = \{50, 25\}$ which utilized the same number of virtual prompts but with different lengths (50 and 25 respectively). As shown in Table 6, a mixture of virtual prompts with different capacities led to significant increases to accuracy over using one single prompts or multiple prompts of the same lengths. This suggested that, virtual prompts with different lengths seem to demonstrate different levels of learning capacities and specializations, thus being more powerful in learning task specific knowledge from multiple perspectives compared to virtual prompts with same lengths.

5.6 Visualizing Individual Virtual Prompt
To test our aforementioned hypothesis that different virtual prompts might have different level of learning capacities and specializations, we took a closer look at the learned virtual prompts. As $K$ was set as 2 based on our prior ablation studies, we first examined which prompt received higher weight on what type of data point. Then we looked at certain properties of these sentences, mainly the number of words per data point and the Flesch reading ease score (Coleman and Liau, 1975) which was a widely used formula to assess the readability of given text (higher scores represent lower difficulties). From Table 7, we observed that, when comparing the virtual prompts of length 25 and of length 50, the sentences that each individual prompt paid attention to demonstrated interesting patterns. Overall, shorter prompt tended to dominate when it came to shorter and easier-to-understand sentences (e.g., 12.9 words with 12.91 Flesch score on AG News) and the relatively longer prompt seemed to work better on longer sentences (e.g., 27.2 words with 48.02 Flesch score on AG News). This demonstrated that, our MVP had a diverse set of capabilities, with each virtual prompt learning its own task-specific specialization.

6 Conclusion and Future Work
In this work, we proposed a simple yet effective tuning technique, Mixture of Virtual Prompts (MVP) adaptation, where virtual prompts are automatically learned from downstream tasks to inject task-specific knowledge while the pre-trained models are frozen to provide general knowledge. To deal with input sentences that might have different complexities, MVP adaptation learns a set of virtual prompts with different capacities and dynamically aggregates them to adapt to every individual sequence. Experiments conducted on 5 natural language understanding tasks demonstrate that our methods could achieve comparable performances with full fine-tuning with only 0.03% parameters. The efficient and dynamic characteristics of MVP also inspire several future research directions:

Zero-Shot Linguistic Transfer Pfeiffer et al. (2020b) showed the effectiveness of separating linguistic and task specific information into discrete modules. Our experiments on dialect adaptation show that MVP can capture linguistic variation as well as task information. This opens opportunities to combine prompts to be used to perform multi-task transfer across dialects and languages, with all the benefits of shared batching at prediction time.

Efficient Continual Learning Through virtual prompts adaptation, task-specific knowledge is naturally disentangled from general language knowledge in pre-trained models, which could inspire more efficient continual learning like Huang et al. (2021) where task-agnostic parameters (pre-trained models) are fixed and only task-specific parameters (virtual prompts) are updated based on novel data in order to mitigate the catastrophic forgetting previous knowledge.

Federated Learning and Data Privacy Mixture of virtual prompts could allow training various prompt with different sets of data separately first and then dynamically ensemble them, which fits the need of federated learning (Kairouz et al., 2019) to collaboratively train a model with decentralized training data. In the meanwhile, it could also protect the data privacy of every individual client as virtual prompts of personalized capacities could be trained separately with client’s own data and then shared or ensembled across all the clients.
7 Limitations

Our work only evaluates MVP on the RoBERTa base model. While MVP is not constrained to this architecture and model size, models of different sizes show dramatically different few-shot capabilities using hard prompts so the extent to which our model extends to extremely large models is unclear. Lester et al. (2021) utilizes extremely large scale language models as the basis for much of their comparison, so we are unable to compare directly to their best results.
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