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1 Network Architectures

Our style transfer networks use the architecture shown in Table 1 and our super-
resolution networks use the architecture shown in Table 2. In these tables “C ×
H ×W conv” denotes a convolutional layer with C filters size H ×W which is
immediately followed by spatial batch normalization [1] and a ReLU nonlinearity.

Our residual blocks each contain two 3×3 convolutional layers with the same
number of filters on both layer. We use the residual block design of Gross and
Wilber [2] (shown in Figure 1), which differs from that of He et al [3] in that the
ReLU nonlinearity following the addition is removed; this modified design was
found in [2] to perform slightly better for image classification.

Layer Activation size

Input 3× 256× 256
32× 9× 9 conv, stride 1 32× 256× 256
64× 3× 3 conv, stride 2 64× 128× 128
128× 3× 3 conv, stride 2 128× 64× 64
Residual block, 128 filters 128× 64× 64
Residual block, 128 filters 128× 64× 64
Residual block, 128 filters 128× 64× 64
Residual block, 128 filters 128× 64× 64
Residual block, 128 filters 128× 64× 64
64× 3× 3 conv, stride 1/2 64× 128× 128
32× 3× 3 conv, stride 1/2 32× 256× 256

3× 9× 9 conv, stride 1 3× 256× 256

Table 1. Network architecture used for style transfer networks.

2 Residual vs non-Residual Connections

We performed preliminary experiments comparing residual networks for style
transfer with non-residual networks. We trained a style transfer network using
The Great Wave Off Kanagawa as a style image, replacing each residual block
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×4 ×8
Layer Activation size Layer Activation size

Input 3× 72× 72 Input 3× 36× 36
64× 9× 9 conv, stride 1 64× 72× 72 64× 9× 9 conv, stride 1 64× 36× 36
Residual block, 64 filters 64× 72× 72 Residual block, 64 filters 64× 36× 36
Residual block, 64 filters 64× 72× 72 Residual block, 64 filters 64× 36× 36
Residual block, 64 filters 64× 72× 72 Residual block, 64 filters 64× 36× 36
Residual block, 64 filters 64× 72× 72 Residual block, 64 filters 64× 36× 36

64× 3× 3 conv, stride 1/2 64× 144× 144 64× 3× 3 conv, stride 1/2 64× 72× 72
64× 3× 3 conv, stride 1/2 64× 288× 288 64× 3× 3 conv, stride 1/2 64× 144× 144

3× 9× 9 conv, stride 1 3× 288× 288 64× 3× 3 conv, stride 1/2 64× 288× 288
- - 3× 9× 9 conv, stride 1 3× 288× 288

Table 2. Network architectures used for ×4 and ×8 super-resolution.
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Fig. 1. Left: Residual block design used in our networks. Right: An equivalent convo-
lutional block.

Style Content Residual Non-residual

Fig. 2. A comparison of residual vs non-residual networks for style transfer.
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in Table 1 with an equivalent non-residual block consisting of a pair of 3 × 3
convolutional layers with the same number of filters as shown in Figure 1.

Figure 2 shows the training losses for a residual and non-residual network,
both trained using Adam [4] for 40,000 iterations with a learning rate of 1×10−3.
We see that the residual network trains faster, but that both networks eventually
achieve similar training losses. Figure 2 also shows a style transfer example
from the trained residual and non-residual networks; both learn similar to apply
similar transformations to input images.

Our style transfer networks are only 16 layers deep, which is relatively shallow
compared to the networks in [3]. We hypothesize that residual connections may
be more crucial for training deeper networks.

3 Super-Resolution Examples

We show additional examples of ×4 single-image super-resolution in Figure 4
and additional examples of ×8 single-image super-resolution in Figure 3.

Ground Truth
PSNR / SSIM

Bicubic
24.92 / 0.6694

Ours (`pixel)
25.48 / 0.6810

Ours (`feat)
24.70 / 0.6757

Ground Truth
PSNR / SSIM

Bicubic
24.37 / 0.5718

Ours (`pixel)
24.97 / 0.5889

Ours (`feat)
23.34 / 0.5879

Fig. 3. Additional examples of ×8 single-image super-resolution on the BSD100
dataset.
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Ground Truth
PSNR / SSIM

Bicubic
30.18 / 0.8737

Ours (`pixel)
29.96 / 0.8760

SRCNN [5]
32.00 / 0.9026

Ours (`feat)
27.80 / 0.8053

Ground Truth
PSNR / SSIM

Bicubic 29.84
/ 0.8144

Ours (`pixel)
29.69 / 0.8113

SRCNN [5]
31.20 / 0.8394

Ours (`feat)
28.18 / 0.7757

Ground Truth
PSNR / SSIM

Bicubic
32.48 / 0.8575

Ours (`pixel)
32.30 / 0.8568

SRCNN [5]
33.49 / 0.8741

Ours (`feat)
30.85 / 0.8125

Fig. 4. Additional examples of ×4 single-image super-resolution on examples from the
Set5 (top), Set14 (middle) and BSD100 (bottom) datasets.
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