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ABSTRACT
Adaptive educational technologies have the capacity to meet the needs of individual students in theory, but in some cases, the degree of personalization might be less than desired, which could lead to inequitable outcomes for students. In this paper, we use simulations to demonstrate that while knowledge tracing algorithms are substantially more equitable than giving all students the same amount of practice, such algorithms can still be inequitable when they rely on inaccurate models. This can arise as a result of two factors: (1) using student models that are fit to aggregate populations of students, and (2) using student models that make incorrect assumptions about student learning. In particular, we demonstrate that both the Bayesian knowledge tracing algorithm and the N-Consecutive Correct Responses heuristic are susceptible to these concerns, but that knowledge tracing with the additive factor model may be more equitable. The broader message of this paper is that when designing learning analytics algorithms, we need to explicitly consider whether the algorithms act fairly with respect to different populations of students, and if not, how we can make our algorithms more equitable.
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1 INTRODUCTION
A major challenge in any learning environment is ensuring that students with different needs receive personalized instruction to suit those needs. If instruction is not individualized, then some students may lag behind, while others proceed at a pace that is slower than ideal. Adaptive educational technology is designed to alleviate some of these concerns by giving students instruction and practice at the pace they need it. While this means that some students may need to work longer than others, ideally all students will eventually be able to master the content at hand. In practice, however, adaptive technologies sometimes fall short of this goal, with lower-performing students receiving less practice and instruction than they need. As some researchers have pointed out, educational technologies that aim to benefit all learners might disproportionately benefit more advantaged groups of learners [6, 12].

In this paper, we examine the equitability of knowledge tracing algorithms that implement mastery learning. We first note that the adaptivity provided by knowledge tracing makes it substantially more equitable than providing all students with the same amount of instruction. However, we show that knowledge tracing algorithms can still be inequitable (favoring fast learners over slow learners) when they rely on inaccurate models of student learning. In particular, we show that this issue could arise in two situations: (1) when using student models that are fit to aggregate populations of students, and (2) when using student models that make incorrect assumptions about student learning.

The first factor was originally observed by Corbett and Anderson [4] when they first introduced knowledge tracing:

The model underestimates the true learning and performance parameters for above-average students. As a result, these students who make few errors receive more remedial exercises than necessary and perform better on the test than expected. In contrast, the model overestimates the true learning and performance parameters for below-average students who make many errors. While these students receive more remedial exercises than the above average students, they nevertheless receive less remedial practice than they need and perform worse on the test than expected.

To correct for this, Corbett and Anderson [4] suggested a way to individualize the parameters of the Bayesian knowledge tracing (BKT) algorithm by using the students’ error rates when working on the tutoring system. While their individualization algorithm lead to better predicting student posttest scores, they found in future experiments, which used their individualized BKT algorithm, that lower-performing students still tended to achieve lower posttest scores, even though the model predicted nearly all students had mastered the material. As we show in this paper, this problem could arise when the student model makes incorrect assumptions about student learning. Several other authors have looked at various methods for fitting BKT parameters that are individualized per student
When discussing ethical concerns such as equity, we must necessarily make value judgments. In this section, we define what we mean when we say a knowledge tracing algorithm is more or less equitable. Although we believe our notion of equity is sensible, we do not mean to convince the reader that our definition of equity is the correct definition or the only definition. Rather, we hope that this paper generates discussion around when a learning analytics algorithm should or should not be considered equitable.

In this paper, we assume that an equitable outcome is when students from different demographics reach the same level of knowledge after receiving instruction. In what follows, we assume there are only two types of students: slow learners and fast learners. The speed of learning could be thought of as a proxy for separating students who are more or less disadvantaged. For example, slow learners could correspond to students from low socio-economic backgrounds who have had limited access to good instruction or have come into a course with existing gaps in prior knowledge, or slow learners could be coming from a particular demographic background that is more likely to face a stereotype threat or fixed mindset in a particular domain.

Notice that in our notion of equity, the only thing that matters is how much students learned, not how long it took them to reach their level of knowledge. Therefore, we assume it is equitable if slow learners take longer to reach the same level of knowledge as fast learners; it may even be unavoidable. However, if all we cared about was equity, then we could simply give all students inordinate amounts of instruction, but of course that would not be ideal. Therefore, we would ideally want knowledge tracing algorithms that are equitable while minimizing the amount of time wasted on having students do extra practice opportunities. Moreover, a secondary equity concern could be to have slow learners and fast learners have equal amounts of superfluous practice opportunities. Thus, we will also compare algorithms on how much extra practice they give students, but that is not the primary focus of this paper.

3 KNOWLEDGE TRACING

Knowledge tracing algorithms are used in learning technologies such as intelligent tutoring systems [4, 13], massive open online courses [14], and Khan Academy [7], in order to adaptively assess learners’ knowledge states and use that assessment to implement mastery learning (i.e., decide when students have mastered skills and are ready to move on to other skills). We assume that for each skill, students are given a number of practice opportunities for that skill and on each practice opportunity the student will give a response that is either correct or incorrect. The goal of a knowledge tracing algorithm when used for mastery learning is to determine when to stop giving students practice opportunities for the given skill. Knowledge tracing is often performed by a statistical model of student learning that could be fit to data. We will describe two such models and how they can be used to implement mastery learning. In addition to model-based knowledge tracing, simple heuristics can be used to implement mastery learning such as the N-Consecutive Correct Responses (N-CCE) heuristic, which simply gives practice opportunities until the student answers N questions correctly in a row. For simplicity, throughout this paper we assume students are only learning a single skill.

3.1 Bayesian Knowledge Tracing (BKT)

The BKT model is the most commonly used model for knowledge tracing [4, 13, 14]. BKT assumes that for each skill, the student either knows the skill or they do not. Students initially know the skill with probability \( P(L_0) \). With every practice opportunity, students have some probability of learning the skill if they do not already know it (\( P(T) \)). If the student does not know the skill, the student will guess the correct answer with probability \( P(G) \) and if the student does know the skill, the student will answer correctly unless they slip with probability \( P(S) \). These four parameters fully describe the standard BKT model for each skill. The Bayesian knowledge tracing algorithm proceeds by maintaining a probabilistic belief that the student has learned the skill given the sequence of observed responses and the parameters of the BKT model. Once this probability exceeds some mastery threshold (typically taken to be 0.95), the algorithm decides that the student has mastered the skill.

One can learn the parameters of the BKT model by fitting it to a dataset consisting of sequences of student responses. In all of the simulations below, we fit the BKT models using brute-force grid search over the entire parameter space in 0.01 increments with the BKT Brute Force model fitting code [1].

3.2 Additive Factor Model (AFM)

AFM is another popular model of student learning, but it is not typically used to perform knowledge tracing; rather, AFM is often used to examine learning curves after students go through mastery learning [3]. Unlike BKT, AFM assumes that learning takes place incrementally; with each practice opportunity, the probability that...
We first demonstrate what happens when the BKT mastery learning algorithm is used to implement mastery learning, we need to choose a simplified version of AFM for when there is only one skill is governed by the following logistic function:

\[ P(C_i = 1) = \frac{1}{1 + \exp(-(\theta - \beta + \gamma_i))} \]

where \( P(C_i = 1) \) is the probability that the student will answer the \( i \)th practice opportunity correctly, \( \theta \) is the student ability (which could encapsulate the student’s prior knowledge), \( \beta \) is the difficulty of the skill, and \( \gamma \) is the learning rate. Since we are only interested in a single skill, we set \( \beta = 0 \) and let \( \theta \) combine the student ability and the item difficulty. Notice that another difference between AFM and BKT is that AFM allows for individual differences via \( \theta \). Thus, if we want to use AFM for knowledge tracing, assuming we have not interacted with a particular student before, we would need to estimate \( \theta \) online (as is done in computerized adaptive testing). When using AFM to implement mastery learning, we need to choose a certain level of desired accuracy for the mastery threshold.

### Table 1: BKT Models used in simulations in Section 4.

<table>
<thead>
<tr>
<th>BKT-Slow</th>
<th>BKT-Fast</th>
<th>BKT-Mixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P(L_0) )</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>( P(T) )</td>
<td>0.05</td>
<td>0.3</td>
</tr>
<tr>
<td>( P(G) )</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>( P(S) )</td>
<td>0.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 1: BKT Models used in simulations in Section 4.

Two ways. First, individualized BKT models could be fit per student or per cluster of students to account for the different learning rates. Second, the mastery threshold could be increased, at the expense of giving learners more unnecessary practice. The second row of Table 2 shows that if we had used the true model (BKT-Slow for slow learners and BKT-Fast for fast learners), the gap between slow and fast learners diminishes. Notice that using these individualized models, the outcomes for fast learners are seemingly worse than when using BKT-Mixed, given our stance that not learning the skill is worse than receiving additional practice. This is simply because we are using a threshold of 95%, which states that we are comfortable with 5% of students not reaching mastery; if we would rather have more students reach mastery at the expense of students receiving extra practice, we could simply increase the mastery threshold. In some sense, the mastery threshold represents the degree to which we are willing to tradeoff between the percentage of students that learn the skill and the amount of extra practice.

In addition to the BKT algorithm, Table 2 also shows that the 3-CCR heuristic, which has been used in the ASSISTments system

---

1There are still 1% more slow learners who do not reach mastery than fast learners, but this difference is not systematic; for some learning rates, slow learners have a slightly higher percentage of learning the skill instead.
We then fit a BKT model to 200 simulated students from a population of only 200 AFM-Fast learners (BKT-Fast) and who received 20 practice opportunities each. We also fit a BKT model to a population of only 200 AFM-Slow learners (BKT-Slow) and who took more problems to get 10 correct in a row (presumably slower learners) were more likely to get the next question incorrect than that students that immediately got 10 in a row correct [7].

For example, Khan Academy found that even with \( N = 10 \), students who took more problems to get 10 correct in a row (presumably slower learners) were more likely to get the next question incorrect than that students that immediately got 10 in a row correct [7].

\[ \text{percentage of students that did not learn the skill} \]

In the previous section, we saw that if there are students that learn at different rates, and we do not account for that in modeling student learning, then knowledge tracing could lead to widening the achievement gap. In this section, we look at the more fundamental problem where the model of student learning is entirely misspecified. In particular, we show that if learning is described by the additive factor model, then using BKT can lead to inequitable outcomes, even if we fit different parameters for fast and slow learners. We defined two AFM models with the only difference being that one model had a learning rate \( (\gamma) \) of 0.05 (AFM-Slow) and the other model had a learning rate of 0.1 (AFM-Fast). For both models, the student abilities \( (\theta) \) were sampled from a \( \text{Normal}(-2, 1) \) distribution. We then fit a BKT model to 200 simulated students from a population of students who were equally likely to come from AFM-Slow and AFM-Fast and who received 20 practice opportunities each. We refer to this model as BKT-MixedAFM. We also fit a BKT model to a population of only 200 AFM-Slow learners (BKT-SlowAFM) and a BKT model to a population of only 200 AFM-Fast learners (BKT-FastAFM). These models are shown in Table 3. Because we are trying to fit data where learning happens incrementally with a model where learning is all-or-nothing, the slip parameters are abnormally large; prior work has discussed this phenomenon and how these parameters cannot be given the normal interpretation of

\[ P(L_0) \]

\[ P(T) \]

\[ P(G) \]

\[ P(S) \]

Table 3: BKT Models used in simulations where AFM is the true model that describes student learning.

\[ \text{BKT-Slow}_{AFM} \]

\[ \text{BKT-Fast}_{AFM} \]

\[ \text{BKT-Mixed}_{AFM} \]

\[ \text{AFM} \]

Table 4: Effects of simulating various mastery algorithms on simulated BKT learners with different learning rates. Each simulation consisted of either 5000 BKT-Slow learners or 5000 BKT-Fast learners who were given practice opportunities until they reached mastery according to the knowledge tracing algorithm for that row. For each type of learner, the first column shows the percentage of students that did not learn the skill, the second column shows the average number of superfluous practice opportunities for students who learned the skill, and the third column shows the average percentage increase in number of practice opportunities beyond those that the student needed to learn the skill.
fitted BKT models on AFM-Slow students and AFM-Fast students. What we find is that there is a 0.11 difference in the probability of correctness at mastery for slow and fast learners. Moreover, this difference does not go away even when we individualize the BKT models (i.e., use the BKT models specifically fit to slow and fast learners). A similar gap exists when using the 3-CCR algorithm, and in this case the gap barely decreases when using the 5-CCR algorithm. Thus, when the model used in knowledge tracing is incorrect, even individualization of the model may not be sufficient to eliminate the achievement gap.

To demonstrate that the problem in this case is indeed model misspecification, we also used AFM to perform knowledge tracing. Recall that AFM assumes each student has an individualized ability parameter ($\theta$). Assuming we do not have knowledge of this ability ahead of time, it makes sense to estimate it in an online fashion. Moreover, because we also want to distinguish between slow and fast learners, it would be ideal if we could learn the learning rate ($\gamma$) online. Thus, to use AFM for knowledge tracing, we fit the logistic regression model at each time step using all the practice opportunities for that student so far as data. Additionally, we decided that the AFM-based algorithm would declare mastery when the estimated probability of correctness reached 0.95. To ensure that the student had actually reached the threshold (rather than the parameters being spuriously estimated), we used the minimum estimated probability of correctness over the last three practice opportunities. As shown in Table 4, this algorithm was equitable in that slow and fast learners both reached the desired level of mastery (0.95).

Since this online AFM-based knowledge tracing can estimate the learning rate on-the-fly, we wanted to see if it would be equitable when used on BKT learners. To test the AFM algorithm on BKT learners, we used the same procedure as described above, except that we set the mastery threshold to 0.8, as that is the highest accuracy that students can reach under a BKT model with a slip probability of 0.2. The last row of Table 2 shows that using this algorithm leads to mastery for all learners, at the expense of giving more practice opportunities than needed, especially for slow learners. While the amount of extra practice for slow learners is not ideal, this suggests that perhaps the AFM algorithm is more equitable, even under model misspecification. However, more work is needed in assessing the equitability of AFM-based knowledge tracing assuming different types of model misspecification.

6 CONCLUSION AND FUTURE DIRECTIONS

By allowing all students to go through curricula at their own pace to ultimately reach mastery, adaptive educational algorithms such as knowledge tracing are implicitly meant to eliminate inequities between different groups of students. While this is a noble goal, we have shown that due to differences between the way we model student learning and how students actually learn, we may sometimes fall short of reaching this goal. Although the degree of inequity in some cases may seem small (e.g., 5% of slow learners are lagged behind), these inequities could cascade as the amount of content increases and as content builds on assumed prior knowledge. However, the observation that using AFM might lead to more equitable outcomes makes us optimistic that there exist approaches to knowledge tracing that are equitable in a variety of settings.

We believe there are several concrete steps that can be taken to design more equitable knowledge tracing algorithms. First, we should consider the equity of knowledge tracing in more realistic settings, such as when students are learning multiple skills sequentially. A proper notion of equity in this setting must consider both the degree to which skills are learned as well as how many skills are learned. Second, we should evaluate the equitability of different knowledge tracing algorithms under various assumptions about how students learn. This could lead to finding ways to refine our algorithms to make them more equitable in diverse settings. Finally, we should move beyond simulations to see if algorithms that are predicted to be equitable actually live up to that promise when used to teach actual learners, and if not, how we can refine our simulations to develop more equitable algorithms. Our hope is that this paper encourages designers of learning analytics algorithms (beyond just knowledge tracing) to explicitly consider equity when designing their algorithms.
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