Active Perception: Interactive Manipulation for Improving Object Detection
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Abstract—In this paper, we address the problem of object detection for robots. Unlike traditional object detection systems, vision in robotics is not limited to passively perceiving the environment. We propose active perception method in which the robot actively manipulates and moves in the environment in order to find an object. Our algorithm chooses actions by greedily maximizing mutual information at each step. In extensive experiments with our robots, we show that perceiving the object while actively manipulating it substantially improves the object detection performance.

I. INTRODUCTION

For household robots, one of the basic abilities is to locate and recognize objects, such as the mug in Fig. 1. State-of-the-art vision algorithms for object recognition are constrained to work with a single image (e.g., [1]). Often, this image gives a view without any distinguishing visual features (for example, handle of a mug); this makes recognition difficult for the vision algorithms. However, when working with robots, we do not have this constraint because robots can examine the object from different views by actively manipulating it. In this paper, we will develop algorithms to enable robots to use manipulation and navigation to improve object recognition performance.

Concretely, consider the task of recognizing staplers in an office. A state-of-the-art classifier [3], trained on stapler images, performs differently on different views of the object. Fig. 2 shows the changes in probabilities of the classifier (i.e., how likely an image patch is a stapler) against 11 viewpoints of a stapler. In some viewpoints, such as the seventh viewpoint, it is very hard for the robot (and even a human) to recognize the stapler. The ninth viewpoint, however, has a high probability because we often see staplers this way, or more formally the viewpoint is canonical [2].

This large variation in probability scores makes it really hard for the object detection algorithm to perform well. If we lower the threshold (say 82%) such that the classifier can detect staplers in most views, other distracting objects in the scene (such as computer screen's corners, hammers) will be incorrectly detected as staplers. Whereas if we set the threshold to a high value, we will miss a lot of staplers in their non-canonical views.

In a sense, one of the main reasons for the low performance of object detection algorithms is that they are designed to work with static images and constrained to not being able to interact directly with the environment. We recognize objects better not only because our vision algorithm in the brain is better but also usually we have the hands to manipulate the environment. For example, in Fig. 1, a human can just rotate the object and take a second look to decide conclusively whether the object is a mug or a handle-less paper cup.

Likewise, in many cases, the robot has the freedom to change its viewpoint or manipulate the object. Consider, an example of a robot trying to locate and recognize mugs on a table. In order to recognize objects (e.g. for the purpose of fetching them), the robot can move and examine them from different viewpoints to make a more confident decision.

In our work, we show that by using active perception we get significant performance gains in object detection. In detail, we propose an active algorithm that infers a sequence of actions to maximize the mutual information between...
actions while minimizing the cost of the actions. Although optimizing such criterion is a NP-complete problem, we can use a greedy approach which has theoretical guarantees and works well in practice [4].

In our system, the actions are drawn from a very rich set of manipulation and navigation actions. For manipulation, the robot can examine the objects by moving them left, right, diagonally, or rotating them in some angles. For navigation, our robot can move to a specific view towards the objects. This rich set of actions gives the robot more options when it faces a situation when some actions are infeasible or more expensive.

We use this system to enable our STAIR robot to autonomously move into new offices and find cups, mugs and staplers with very high accuracies. Our active perception algorithm substantially improves state-of-the-art vision algorithms. More specifically, in our experiments with 35 objects, with pure passive perception, our robot correctly identified only 23 objects. In contrast, using the active perception method, our robot correctly identified 34 objects.

II. ACTIVE PERCEPTION

Psychologists have studied the interaction between manipulation and perception. Goodale [5] describes the visual system as serving two main functions. One function of the vision is the creation of an internal model or percept of the external world, and the other is in the guidance of action, where vision directs our actions with respect to the world by transforming visual inputs into appropriate motor outputs. Many existing vision systems have focused on considering vision as sight (in contrast to being tightly integrated with action), and this is sometimes called “passive perception” [6]. The other, sometimes neglected, application of vision is in predicting what action to take next.

There are a number of examples of such active vision systems, such as foveated vision, in which the eye muscles (or the motors controlling the camera) move reactively to the visual input in a way to improve the performance of the visual task [7]. For example, if the robot finds an area that may contain an object of interest, the camera would pan and zoom-in to take a closer look and hence improve object detection significantly [8]. Paletta and Pinz [9] combined multiple views of the object (obtained by rotating the object on a turn-table without cluttered background) for improving object recognition; in their problem the cost of different actions is uniform and does not apply well to real robotic scenarios. Roy et al. [10] present a survey of such techniques; however, none of these techniques involve robots actually manipulating objects in order to recognize them better.

Other examples of active vision are methods based on multiple views, such as structure-from-motion [11] that takes multiple images (taken by an observer from different views) to construct a 3D model of a scene. SLAM (and visual SLAM) [12] also take multiple laser scans to make a 3D map of the environment; sometimes the map is also tagged with visual information [13].

In humans, this tight coupling between action and perception is seen in many other cases. For example, a child learns about properties of an object when she holds it in her hand and examines it by looking at it from different angles [14]. Metta and Fitzpatrick [15] discuss that vision and manipulation are inextricably intertwined in the primate brain, and Hurley [16] proposes a “shared circuit model” for human brain for considering the dynamics between action and perception. While an experienced adult can interpret visual scenes perfectly well without acting upon them, linking action and perception seems crucial to the developmental process that leads to that competence.

One of the reasons of the tight coupling between action and perception is because a fixed view provides only limited amount of information. The idea that visual recognition performance is view-point specific has been well established [17], [18], [19]. In fact, neurophysiological studies have revealed cells in inferior temporal cortex that are maximally tuned to specific views of objects [20]. This is closely related to the idea of “canonical views” [2] in the field of computer vision. For example, the canonical view of a mug is when its handle is on one side (Figure 1-right); it is not a canonical view when the handle is not visible (Figure 1-left). Canonical views provide unique visual features that are easier for an algorithm (or a human) to recognize [21]. Objects in non-canonical views (or views for which training data is not readily available) are hard to detect [22], [23].

In other related work, Gupta and Davis [24] build a classifier for recognizing objects present in videos using human actions as additional information. Some works in robot manipulation use sensory data other than vision to infer actions. For example, Jain and Kemp [25] monitor the haptic sensory input to decide on strategies for opening doors. Kocer and Peters [26] used policy search to learn optimal control policy for robotic manipulation tasks. Hsiao et al. [27] used a belief-based method to robustly choose and execute manipulation actions. Hart, Sen and Grupen [28] use a factorable approach to address generalization and transfer in sensorimotor programs. However, none of these works explicitly consider action and perception together for improving object detection. One notable exception is [29], where Katz et al. use manipulation to infer kinematic information about articulated objects (such as scissors). However, Katz et al. do not choose an optimal manipulation action and it does not apply to improve object detection directly. In our work, we propose a general framework which uses robot capabilities such as navigation and manipulation to improve object detection. We also use a state-of-the-art computer vision algorithm and present empirical results for active perception.

III. OUR APPROACH

Our approach focuses on the fact that a mobile robot has the ability to take actions to perceive different views of the object. For example, our robot can do this either by moving to a different location (using its wheels) or by manipulating the object (using its arm).
In our method, the action and perception work in tandem. Given an image of the scene, the goal of our vision algorithm is not only to detect what objects there are in the scene, but also to infer next action such that the object can be identified quickly. In an example, the handle of the mug is not visible in Fig. 1-left; so a good action would be one that rotates it in a way to make the handle visible, as in Fig. 1-right. This way, with only two actions, the robot can tell apart whether the object is a mug or not.

A. Random strategy

One strategy to solve this problem is to perform a series of random actions. Even though this strategy may provide more views of the object, those views of the object may not be very different from the original one and hence not helping much in the detection task.

In fact, in the worst cases, the robot has to perform a large number of actions in order to recognize the object. Our goal, therefore, is to develop a more intelligent strategy that can potentially recognize an object with very few actions. One such strategy is described in the following section.

B. Optimal strategy formulation

Our goal is to select a sequence of actions that gives us most information to recognize an object. Some actions, however, are very expensive to perform by a robot; therefore we will take into account the cost of each action for choosing the optimal action sequence as follows:

$$\text{actions}^* \leftarrow \arg\max_{\text{actions}} \frac{\text{information(views)}}{\text{cost(actions)}}$$

(1)

Here, actions* is the optimal series of actions which are selected from a set of feasible actions. The quantity information(actions) represents information obtained by performing a sequence of actions where as cost(actions) represents the cost of performing such sequence.

This optimization problem requires us to know the cost of actions. In normal circumstances, the cost of action can be easily computed based on metrics such as the time to perform an action (or whatever metric is most relevant for the robot). The quantity information(actions), however, is object-dependent and more difficult to compute.

First, we have to simplify its definition. In the task of object detection, the relevant information is the information about views because it is the new views of the object that provide more information helping in the task of object detection, i.e., information(views).

The set of possible actions by our robot are navigation and manipulation actions (such as moving the arm in a particular way). Therefore, in this paper, we assume that an action results in a deterministic consequence. Multiple actions, however, could lead to the same consequence. For example, in order to change the view by 90° the robot could navigate to a new location (which is often not possible because of obstruction by the furniture on which the object is lying) or it could use its hand to rotate the object.

This allows us to divide the inference problem in Eq. 1 in two sub-problems:

$$\text{views}^* \leftarrow \arg\max_{\text{views}} \frac{\text{information(views)}}{\min_{\text{actions}} \text{cost}(\text{actions(views))}}$$

(2)

$$\text{actions}^* \leftarrow \arg\max_{\text{actions(views)*}} \frac{1}{\text{cost(\text{action(views)*})}}$$

(3)

Here, we use actions(views) to mean the actions that can lead to a particular view of the object. This division would enable us to learn the parameters for calculating information(views) from offline data; to compute parameters for information(actions) would have required an actual robot to perform experiments.

Informally, the two equations say that the optimal views are ones that are most informative while having the lowest costs; furthermore, if there are multiple actions that lead to the same consequence, the cheapest actions will be chosen.

This combinatorial optimization problem can be very difficult to solve. One solution is to employ approximation algorithms in [4] which is previously employed to solve the sensor-placement problem. In detail, if we assume a uniform cost for actions, the equation simplifies to

$$\text{views}^* \leftarrow \arg\max_{\text{views}} \text{information(views)}$$

(4)

In the sensor-placement problem, the goal is to place a number of sensors such that we can obtain the most information possible. There can be many possible criteria for measuring the information, but a good choice is to use mutual information. More specifically, Krause et al. [4] propose to maximize the mutual information between readings from a new location and readings from the already chosen location.

Likewise, in our problem, we would like to obtain a sequence of views such that we can maximize the mutual information between information given at the new views and information at the old views. More specifically, we would like the robot to determine a sequence of actions that maximizes the mutual information to confirm whether an object belongs to an object class. For example, if the robot looks at a vertical stapler, it should aim to find best angles to move with respect to the object such that it can correctly determine that it is a stapler. In robotics, however, it is important that we take into account the fact that some actions take more time and effort than others. Motivated by [4], we will develop an algorithm that takes into account the non-uniform cost of the actions.

C. Near-optimal strategy with mutual information using Gaussian Processes

We will first formalize our problem. Our task is to obtain $k$ views out of a finite set (discretized) $\mathcal{V}$ of possible views. We would like to obtain a set of observed views $\mathcal{O}$ such that

$$\mathcal{O}^* = \arg\max_{\mathcal{O} \subset \mathcal{V}, |\mathcal{O}|=k} I(\mathcal{O}; \mathcal{V}\setminus \mathcal{O})$$

(5)

where $I$ is the mutual information. Also $I(\mathcal{O}; \mathcal{V}\setminus \mathcal{O}) = H(\mathcal{V}\setminus \mathcal{O}) - H(\mathcal{V}\setminus \mathcal{O}|\mathcal{O})$, where $H$ is the entropy.

$$\text{views}^* \leftarrow \arg\max_{\text{views}} \text{information(views)}$$

(4)
Unfortunately, maximizing this criterion is NP-complete. However, Krause et al. [4] propose a polynomial-time greedy approximation algorithm with approximation factor \( (1 - 1/e) \). Their insight is that instead of choosing all viewpoints at once, they can greedily pick one view \( Y \) at a time that maximizes

\[
H(Y|O) - H(Y|V \setminus (O \cup Y))
\]

where the entropy can be computed from the covariance matrix of Gaussian process regression.

In our problem, we need to take into account the non-uniform cost of obtaining a view. If \( S(Y) \) is the set of actions that result in the view \( Y \), our goal is to find a set of actions \( A \) by maximizing the following:

\[
\frac{H(Y|O) - H(Y|V \setminus (O \cup Y))}{\text{cost}(Y)}
\]

where \( \text{cost}(Y) = \min_{X \in A(Y)} \text{cost}(X) \). Therefore, the algorithm for obtaining the views \( O \) and actions \( S \) is given below.

Here, the \( \sigma \) and \( \Sigma \) are parameters of Gaussian Processes, learned from labeled data (discussed later) [30]. Let us assume we wish to measure the probability of an object being a stapler given a view. We can perform this task by a Gaussian Process regression over the view with the output being the probability which is real-valued. Gaussian Process regression gives us the mean vector \( \mu \) and covariance \( \Sigma \).

D. View initialization

There is a further subtle difference between the sensor-placement problem and our view-selection problem. In our view selection problem, we do not know the orientation of the object with respect to the camera. Therefore, we need to estimate this orientation at the beginning and use the estimate to perform subsequent actions to obtain desired views. We estimate the orientation (represented using a method described in [31]) by training another Gaussian Process on the orientation of object with respect to the camera.

IV. IMPLEMENTATION DETAILS

In this section, we will walk through some necessary elements to implement the above ideas on a robot. Specifically, we will discuss our object detection algorithm, our set of manipulation and navigation actions and associated cost functions. We finally explain how to improve the algorithm when the environment is cluttered.

A. Object detection algorithms

We used a state-of-the-art sliding-window method for object detection [3]. In detail, a candidate rectangular area is selected and classified for possible objects, and then this process is repeated for a number of windows over the image. At each step of the sliding window, we compute features from a collection of small patches. We use a learned “patch dictionary” to classify the window.

For each window, an object detection classifier gives a real-valued score. The threshold to detect the object is a tradeoff between two important measures: Precision and Recall. To make this choice fair, we estimated the value of the threshold using a cross-validation set for optimizing the F1-score.

B. Manipulation and navigation actions and their cost functions

At any stage during object detection, the robot needs to take different actions in order to get try to recognize the object more accurately. A way for the robots to approach this problem is to grasp the objects and then rotate the objects to the desired orientations [32], [33], [34], [35]. This approach, however, is restrictive because grasping sometimes can be very difficult for unknown objects.

In our method, we consider a rich set of simpler manipulation and navigation actions. Manipulation actions contain primitive actions that can be performed by a robot arm such as moving the arm/hand left, right, diagonally or rotating some specific joints in some desired degrees. We also discretized navigation actions such as moving the base to a specific location (using dead-reckoning).

A summary of the actions that we implemented on our robot is listed in Table I. Often some actions are not feasible, e.g., when navigation is not feasible when the environment is blocked by obstacles. Since our robot has a rich set of actions available, it has more chances of succeeding in finding a reasonable action. We discretized these actions to keep the number of actions tractable. We also discretized the views around an object to 11 angles.

A number of cost functions have been proposed in prior work depending on the task, such as minimizing the total energy, minimizing the total distance moved (more relevant for purely navigational robots), minimizing certain measures based on kinematics/dynamics of the hand (useful for humanoids for example). In our case, we simply associate the cost of actions to time. There are some actions with infinite cost as well, for example, the robot cannot move to a location that is obstructed. We can make of use data from sensors such as camera and laser to obtain such costs.

C. Speed up for multiple objects

Consider a robot facing a scene with multiple objects, and the goal is to classify each object present in the scene. We can address this problem by maximizing the mutual information in Eq. 7. In actual implementation for running experiments on the robot, we employ two optimization ideas to speed up the process. First, we do not consider any candidate object whose probability score is very low (to make it faster for the algorithm to compute probabilities, etc.). Second, if one

<table>
<thead>
<tr>
<th>ACTION</th>
<th>CATEGORY</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOVE HAND LEFT/RIGHT</td>
<td>MANIPULATION</td>
</tr>
<tr>
<td>MOVE HAND BACK/FORTH</td>
<td>MANIPULATION</td>
</tr>
<tr>
<td>MOVE HAND DIAGONAL</td>
<td>INTRICATE MANIPULATION</td>
</tr>
<tr>
<td>GRASP AND TURN</td>
<td>MANIPULATION</td>
</tr>
<tr>
<td>ROTATE WRIST BY ( \theta )</td>
<td>MANIPULATION</td>
</tr>
<tr>
<td>MOVE ROBOT TO NEW LOCATION</td>
<td>NAVIGATION</td>
</tr>
</tbody>
</table>

TABLE I

LIST OF ACTIONS
(a) First view of the scene. Which one of the objects shown in red boxes is a stapler?
(b) The robot perform actions to rotate them in order to get better views.
(c) View after first action (using our method).
(d) View after second action (our method)
(e) Robot executes a randomized strategy
(f) Randomized strategy in step 2 results in low probability of detection

Fig. 3. An experiment showing the robot finding an object (stapler) on a table (Best view in color). (a) The probability (given by passive vision) of being a stapler for the object on the right (a eraser) is 95.12% and for the object on the left is 83.78%. The viewpoint detector says they both look like staplers oriented at 90° (7th viewpoint). (b) In Fig. 2, among possible actions that lead to viewpoints (5-9), rotating the object by 45° gives the highest mutual information and has cheapest cost. (c) In the new view, the detector does not find any stapler inside the specified window. (d) Robot performs the second action on the object on the left, and The object detector does find a stapler in the scene with probability 99.18. (e) For comparison, robot executing a randomized strategy. (f) The object detector may or may not recognize the stapler. In this case it works but it gives probability of 90.10.

Algorithm 1 Greedy viewpoint selection

\[
\begin{align*}
\mathcal{O} & \leftarrow \emptyset \\
\mathcal{S} & \leftarrow \emptyset \\
\text{for } j = 1 \text{ to } k \text{ do} \\
Y^* & \leftarrow \arg \max_{Y \in \mathcal{V} \setminus \mathcal{O}, \mathcal{P} = \mathcal{V} \setminus (\mathcal{O} \cup Y)} \frac{1}{\cos(Y)} \frac{\sigma_Y^2 - \Sigma_Y \sigma_Y}{\sigma_Y^2 - \Sigma_Y \sigma_Y + \Sigma_Y} \\
X^* & = \arg \min_{X \in \mathcal{A}(Y)} \cos(X) \\
\mathcal{O} & \leftarrow \mathcal{O} \cup Y^* \\
\mathcal{S} & \leftarrow \mathcal{S} \cup X^* \\
\text{end for}
\end{align*}
\]

of the objects gets very high classification probability (i.e., the algorithm is very sure about its prediction), we remove it from our optimization objective.

V. HARDWARE

We use STanford AI Robot (STAIR) for our experiments. The STAIR platform consists of a mobile base, with four steerable wheel turrets, allowing arbitrary 2D translations and rotations. Its 7-DOF arm (WAM, by Barrett Technologies) can be positioned or torque-controlled. The arm is also equipped with a three-fingered hand and has a positioning error of ±0.6 mm. It has a maximum reach of 1m and can support a payload of 3kg. The robot is mounted on a omnidirectional mobile Segway base. We use a Flea camera for our vision system.

VI. EXPERIMENTS

Our goal is to improve object detection in robots, so that they become capable of performing tasks such as fetching objects from homes or offices, and manipulating objects in these environments. We considered three types of indoor objects, namely mugs, staplers, and handleless coffee cups.

For training, we collected 150 images of cluttered office scenes. We labeled the objects of interest and their corresponding views. This labeled data was used to learn the parameters of Gaussian Processes in our algorithm.
A. Experimental Procedure

In order to evaluate our active perception method, we compare it with the passive method, where the robot sees the environment from a single viewpoint and does not perform any manipulation (the standard object detection used in computer vision). We also compared it against a randomized strategy where the robot performs random actions in order to get more views. The randomized strategy we implemented in our robot is actually smart in the sense that it only considers actions that i) are feasible to the robot at a situation and ii) lead to some changes in the viewpoint.

For each experiment, the robot has the goal of detecting a given object (one of mugs, staplers and cups). The experiments were done in an office with many distracting objects (see Fig. 8 and 9). During the experiments, the algorithm was tested on 15 staplers, 10 mugs and 10 cups, which varied significantly in the shape and appearance and were different from the ones trained on. There were a significant number of distracting objects in the scenes such as white-board erasers, jugs, hammers, scissors, computers, joysticks which share similar looks with our objects of interest.

B. Results

We first test our method on three most commonly-used measures in object detection: Precision, Recall and F1 scores. Tables II, III, IV show the results for staplers, mugs, and cups respectively after three consecutive actions taken by the robot. The results show that our method for active perception performs better than both passive perception and active perception with a randomized strategy. It takes more steps for a randomized strategy to perform reasonably as compared to our method.

To further illustrate how the actions improve object detection measures, we plot the measures as a function of action in active vision and compare with baseline passive vision. This comparison is shown in Figure 5.

In the experiments, a total of 35 objects (staplers, cups, mugs) were placed in an office environment amongst clutter and confusing objects, and the robot had to find all the staplers, cups and mugs. Pure passive vision found 23 objects correctly, but also found 9 incorrect objects. Active vision with randomized strategy found 34 objects correctly, but found 3 incorrect objects. Our active perception method found 34 objects, but found only one incorrect object. We note that the stapler that our robot failed to recognize was rather difficult to detect even by a human (confusing with white-board eraser).

To further analyze the performance of active vision, we picked a stapler (Fig. 2), recorded and showed how

---

**TABLE II**

<table>
<thead>
<tr>
<th>METHODS (NO. OF ACTION- STEPS)</th>
<th>PRECISION</th>
<th>RECALL</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passive</td>
<td>0.62</td>
<td>0.53</td>
<td>0.57</td>
</tr>
<tr>
<td>RANDOMIZED ACTIVE (1)</td>
<td>0.54</td>
<td>0.93</td>
<td>0.68</td>
</tr>
<tr>
<td>RANDOMIZED ACTIVE (2)</td>
<td>0.78</td>
<td>0.93</td>
<td>0.85</td>
</tr>
<tr>
<td>RANDOMIZED ACTIVE (3)</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>OUR METHOD (1)</td>
<td>0.70</td>
<td>0.93</td>
<td>0.80</td>
</tr>
<tr>
<td>OUR METHOD (2)</td>
<td>0.88</td>
<td>0.93</td>
<td>0.90</td>
</tr>
<tr>
<td>OUR METHOD (3)</td>
<td>1.00</td>
<td>0.93</td>
<td>0.97</td>
</tr>
</tbody>
</table>

**TABLE III**

<table>
<thead>
<tr>
<th>METHODS (NO. OF ACTION- STEPS)</th>
<th>PRECISION</th>
<th>RECALL</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passive</td>
<td>0.80</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>RANDOMIZED ACTIVE (1)</td>
<td>0.45</td>
<td>1.00</td>
<td>0.63</td>
</tr>
<tr>
<td>RANDOMIZED ACTIVE (2)</td>
<td>0.67</td>
<td>1.00</td>
<td>0.80</td>
</tr>
<tr>
<td>RANDOMIZED ACTIVE (3)</td>
<td>0.83</td>
<td>1.00</td>
<td>0.91</td>
</tr>
<tr>
<td>OUR METHOD (1)</td>
<td>0.63</td>
<td>1.00</td>
<td>0.77</td>
</tr>
<tr>
<td>OUR METHOD (2)</td>
<td>0.83</td>
<td>1.00</td>
<td>0.91</td>
</tr>
<tr>
<td>OUR METHOD (3)</td>
<td>0.91</td>
<td>1.00</td>
<td>0.95</td>
</tr>
</tbody>
</table>

**TABLE IV**

<table>
<thead>
<tr>
<th>METHODS (NO. OF ACTION- STEPS)</th>
<th>PRECISION</th>
<th>RECALL</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passive</td>
<td>0.78</td>
<td>0.70</td>
<td>0.74</td>
</tr>
<tr>
<td>RANDOMIZED ACTIVE (1)</td>
<td>0.53</td>
<td>1.00</td>
<td>0.69</td>
</tr>
<tr>
<td>RANDOMIZED ACTIVE (2)</td>
<td>0.83</td>
<td>1.00</td>
<td>0.91</td>
</tr>
<tr>
<td>RANDOMIZED ACTIVE (3)</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>OUR METHOD (1)</td>
<td>0.63</td>
<td>1.00</td>
<td>0.77</td>
</tr>
<tr>
<td>OUR METHOD (2)</td>
<td>0.83</td>
<td>1.00</td>
<td>0.91</td>
</tr>
<tr>
<td>OUR METHOD (3)</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

---

It was not told how many “correct” objects are in the scene.
The probabilities of correctly detecting a stapler as a function of viewpoint after 3 actions (Fig. 6). As can be seen, after three actions, the probabilities of correctly detecting a stapler are very high.

We also plotted how probabilities of correctly detecting a mug as a function of viewpoint in Figure 7. As can be seen from this figure, for object detection algorithms, orientation matters significantly in terms of its performance. Interestingly, together with Fig 2, Fig 7 shows that probabilities are higher for right-handed orientations than left-handed orientations. This is because the training data have more mugs/staplers in the right-handed orientation, because there are more right-handed mug/cup/stapler users and they tend to place mug with its handle on right-hand side in the training set.

The experiments show that using only passive vision, it is hard to find objects of interest when they are in unusual orientations. Even when we can train one classifier for each orientation, in unusual orientations, such as staplers facing vertically, the objects can be easily confused with other objects with similar appearance [36]. More specifically, unusual orientations lead to non-discriminative visual features which cannot be used to classify similar objects. In contrast,
active vision can solve this problem easily by changing the viewpoint.

An example of sequences of actions performed by robots to remove the confusion are shown in Fig. 3. In detail, these cases show an example that the robot addresses the confusion between a stapler and by moving them with an arm; cases in Fig. 8 show an example that robot moves the base to a different locations to check each stapler. Similarly, cases in Fig. 9 show an instance that robot addresses the confusion for mugs and cups by moving to opposite sides of the table. The robot decides on which actions to take (from a number of available options in manipulation and navigation) depending on what will provide it with better accuracies and the cost of the action.

Furthermore, we would like to emphasize that the randomized strategy requires much more time and hence incurs much more cost than the near-optimal algorithm. In our robot, on average, the randomized strategy spends three times as much time compared to our method. Taking time into an account, we can see that our method does not only achieve superior accuracies in detecting objects but also detect much faster than the competitive randomized strategy.

VII. CONCLUSION

We addressed the problem of object detection for robots. We proposed active perception methods in which the robot actively manipulates and moves in the environment in order to find an object. Our algorithm chooses actions by greedily maximizing mutual information at each step. In extensive experiments with our robots with manipulation and navigation capabilities, we show that our method substantially improves the object detection performance. Prior to this project, our robot usually misses a lot of objects of interest in the task of “fetch a mug/cup/stapler.” Using the algorithm developed in this paper, our robot is able to robustly find and fetch mugs, cups and staplers with very high accuracies.

REFERENCES


Fig. 8. Left: Robot sees three ‘stapler’ candidates. Middle: Robot chooses to move right to get more information for the middle object. Other staplers are still recognized but the middle object is correctly classified as not a stapler. Right: Robot move further right. Even though this viewpoint by itself may get less information, it gives a novel viewpoint with the help of which the robot correctly finds the stapler. (Also notice that it is easier for the robot to navigate in this experiment because of the available free space.)

Fig. 9. Left: Robot sees two candidates of mugs. Middle: Robot moves to the right to check the objects and only recognizes the right object as a mug. Right: Robot moves to the other side when the mug is occluded by the cup, but it still correctly classifies it.

[34] Q. V. Le, D. Kamm, A. Kara, and A. Y. Ng, “Learning to grasp objects with multiple contact points,” in ICRA, 2010.