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Abstract

We introduce a new meta-algorithm for probabilistic inference in graphical models based on random projections. The key idea is to use approximate inference algorithms for an (exponentially) large number of samples, obtained by randomly projecting the original statistical model using universal hash functions. In the case where the approximate inference algorithm is a variational approximation, this approach can be viewed as interpolating between sampling-based and variational techniques. The number of samples used controls the trade-off between the accuracy of the approximate inference algorithm and the variance of the estimator. We show empirically that by using random projections, we can improve the accuracy of common approximate inference algorithms.

1. Introduction

Sampling based techniques (Andrieu et al., 2003; Jer- rum & Sinclair, 1997; Madras, 2002) and variational approaches (Jordan et al., 1999; Wainwright & Jordan, 2008) are the two main families of probabilistic inference techniques. Sampling based techniques answer queries by looking at a small number of representative samples from the entire exponentially large state space. Variational techniques, on the other hand, take a more global view and attempt to globally approximate a complex probability distribution using a family of more tractable ones. These two approaches have advantages and disadvantages with respect to each other, and neither approach dominates the other.

In this paper, we introduce a new meta-algorithm for probabilistic inference in graphical models. Our approach can be seen as a general sampling scheme based on universal hashing, and can be used in combination with any partition function or marginal probability approximation scheme, including both Markov Chain Monte Carlo (MCMC) sampling and variational approaches. The key idea is to consider a number of samples which can be extremely large, potentially exponential in the dimensionality (number of variables in a graphical model). This seemingly impossible task (simply enumerating the samples would take exponential space) can be achieved using powerful universal hashing techniques (Goldreich, 2011; Vadhan, 2011; Ermon et al., 2013b; Chakraborty et al., 2013), which can be used to represent the set of samples in an implicit and compact way. In particular, we exploit randomness amplification ideas to generate an exponentially large number of random variables (one for each possible state of the world), using as input a limited amount of randomness. This process can also be interpreted as applying a random projection (perturbation) of the original graphical model (Tarlo- low et al., 2012; Papandreou & Yuille, 2011; Hazan & Jaakkola, 2012; Gane et al., 2014; Maddison et al., 2014; Chakraborty et al., 2014), where each possible state of the world is selected with some probability (or more generally, its likelihood is perturbed by a random amount). Since in general we cannot enumerate such a large number of resulting samples, we use approximate inference techniques to estimate their statistical properties (such as marginals or partition function). The quality of the approximate inference for the samples can be substantially better than the one obtained for the entire state space. For example, in the extreme case where the number of samples is small enough that enumeration is possible, exact inference can be performed.

In the case where the approximate inference algorithm is a variational approximation, this hybrid approach can be seen as smoothly interpolating between a pure sampling strategy and a pure variational one. Intuitively, if we choose a small enough number of samples, we can avoid the approximation entirely by enumerating the samples (as in traditional Monte Carlo sampling methods). At the other side of the spectrum, we can use the entire state space as our sample space (no sampling) obtaining the original variational approximation. Our method allows for a broad spectrum of possibilities in between these two extremes.
Additional properties of the approximate inference algorithm carry over to our hybrid scheme. For example, if the inference algorithm computes the exact partition function of a graphical model (e.g., in the case of low treewidth or small number of samples), our sampling-based estimator is provably unbiased. If the approximate inference algorithm provides lower (or upper) bounds for the partition function or probability of evidence queries, our estimator provides a lower (or upper) bound in expectation. The key trade-off involved is in terms of the accuracy of the approximate inference algorithm vs. the variance of the estimator. In fact, the number of samples used and statistical properties of the hash function (essentially, the clash probability) affect both the variance of the estimator and the accuracy of the approximate inference algorithm. We explore this trade-off experimentally and show that for several Ising models and real world datasets from genetics and medical diagnosis we can substantially improve the accuracy of the approximate inference algorithm by averaging over randomly subsampled models.

2. Problem Setup

Given an undirected graphical model with \( n \) binary variables\(^1\), let \( \mathcal{X} = \{0, 1\}^n \) be the set of all possible configurations (variable assignments or possible states of the world). Define a weight function \( w : \mathcal{X} \rightarrow \mathbb{R}^+ \) that assigns to each configuration \( x \) a score proportional to its probability \( p(x) \): \( w(x) = \prod_{\alpha \in \mathcal{X}} \psi_\alpha(\{x\}_\alpha) \). The partition function of the model \( Z \) is defined as \( Z = \sum_{x \in \mathcal{X}} w(x) = \sum_{x \in \mathcal{X}} \prod_{\alpha \in \mathcal{X}} \psi_\alpha(\{x\}_\alpha) \) so that \( p(x) = w(x)/Z \). Computing \( Z \) is typically intractable because it involves a sum over an exponential number of configurations, and is often the most challenging inference task for many families of graphical models. Computing \( Z \) is however needed for many inference and learning tasks, such as evaluating the likelihood of data for a given model, computing marginal probabilities, and parameter estimation (Wainwright & Jordan, 2008; Koller & Friedman, 2009).

Given that probabilistic inference problems are intractable in the worst case (Roth, 1996), a number of approximate inference algorithms have been developed. There are two main families of algorithms: Monte Carlo sampling techniques and variational approximations. Since we will utilize these approaches in this paper, we give a very brief overview. We refer the reader to standard references for more details (Koller & Friedman, 2009).

2.1. Sampling

The simplest (naive) approach is to sample \( x_1, \ldots, x_M \) uniformly from \( \mathcal{X} \), and estimate \( \hat{Z} = \frac{1}{M} \sum_{i=1}^{M} w(x_i) \). This is an unbiased estimator since \( \mathbb{E}[\hat{Z}] = \frac{1}{M} \sum_{i=1}^{M} \sum_{x \in \mathcal{X}} \frac{1}{2^n} w(x) = Z \). The variance of this estimator can be very large since we are limited to a small number of samples \( M \), while the number of configurations is exponential in \( n \). The variance can be reduced using importance sampling techniques, i.e. sampling using a proposal distribution (which is closer to \( p(x) \)) rather than uniformly (Andrieu et al., 2003; Jerrum & Sinclair, 1997; Madras, 2002). Unfortunately, it is usually the case that the closer the proposal distribution is to the original intractable \( p(x) \), the harder it gets to sample from it.

Markov Chain Monte Carlo sampling is another leading sampling method. The key idea is to draw proper representative samples from \( p(x) \) by setting up a Markov Chain over the entire state space which has to reach an equilibrium distribution. For many statistical models of interest, reaching the equilibrium distribution will require simulating the chain for a number of steps which is exponential in the dimensionality (number of variables). Unless there are special regularity conditions, if the random walk does not visit all the possible states it might miss some important parts. In practice, the approach will therefore only give approximate answers. There is generally little or no information on the quality of the approximation. In fact, the Markov Chain may get trapped in less relevant areas and completely miss important parts of the state space.

2.2. Variational Approximations

The basic idea is to approximate the intractable target probability distribution \( p(x) \propto w(x) \) with one that is more tractable. This is typically achieved by choosing a distribution from a family of distributions that are computationally easier to work with, and minimizing a measure of divergence (usually, KL divergence). We refer the reader to (Jordan et al., 1999; Wainwright & Jordan, 2008) for more details. In this paper we will use Mean Field, which provides a lower bound to the value of the partition function \( Z \), and Belief Propagation.

2.3. Randomized Hashing

We provide standard definitions and constructions for universal hash functions (cf. Valiant & Vazirani, 1986; Vadhan, 2011; Goldreich, 2011). Randomized hash functions will be used to randomly select (exponentially) large portions of the state space.

**Definition 1.** A family of functions \( \mathcal{H} = \{h : \{0, 1\}^n \rightarrow \{0, 1\}^m \} \) is pairwise independent if the following two con-
ditions hold when $H$ is chosen uniformly at random from $\mathcal{H}$. 1) $\forall x \in \{0,1\}^n$, the random variable $H(x)$ is uniformly distributed in $(0,1)^m$. 2) $\forall x_1, x_2 \in \{0,1\}^n \ x_1 \neq x_2$, the random variables $H(x_1)$ and $H(x_2)$ are independent.

Optimal hash functions (in a statistical sense) can be constructed by considering the family $\mathcal{H}$ of all possible functions from $\{0,1\}^n \to \{0,1\}^m$. It is easy to verify that this is a family of fully independent functions. If we define a sample set (e.g., from the set of all possible configurations) as $S = H^{-1}(0) \subseteq \{0,1\}^n$, where $H$ is chosen at random from $\mathcal{H}$, the resulting sampled configurations $S$ would be chosen independently (i.i.d. samples). Unfortunately, specifying a function from this family requires $mn$ bits (or bits for each possible variable assignment), making this construction not very useful for large $n$. On the other hand, pairwise independent hash functions can be specified compactly. They are generally based on modular arithmetic

Proposition 1. Let $A \in \{0,1\}^{m \times n}$, $b \in \{0,1\}^m$. The family $\mathcal{H}_A = \{ h_{A,b}(x) : \{0,1\}^n \to \{0,1\}^m \}$ where $h_{A,b}(x) = Ax + b \pmod{2}$ is a family of pairwise independent hash functions.

Note that in order to get pairwise independence, we must choose a hash function $H$ uniformly at random from the family $\mathcal{H}$. In particular, this is equivalent to generating $A, b$ by the following process: choose each entry $A_{i,j} \sim \text{Bernoulli}(\frac{1}{2})$ and $b_i \sim \text{Bernoulli}(\frac{1}{2})$. The resulting $A$ matrix generated this way is relatively dense since, on average, half of the entries will be ones, and the parity constraints generated this way will involve many variables.

If we are willing to sacrifice pairwise independence for a weaker notion of independence, we can use sparse parity constraints, where each parity constraint involves significantly fewer variables than required for pairwise independence. In practice, these sparse parity constraints are much more easily decoded by optimization solvers. The weaker notion of independence that sparse parity constraints satisfy is known as Average Universal and defined in (Ermon et al., 2014), where the following proposition is proven:

Proposition 2. Let $A \in \{0,1\}^{m \times n}$ be a random matrix whose entries are Bernoulli i.i.d. random variables of parameter $f \leq 1/2$, i.e., $P[A_{i,j} = 1] = f$. Let $b \in \{0,1\}^m$ be chosen uniformly at random, independently from $A$. Then the family $\mathcal{H}_A = \{ h_{A,b}(x) : \{0,1\}^n \to \{0,1\}^m \}$, where $h_{A,b}(x) = Ax + b \pmod{2}$ and $H \in \mathcal{H}_A$ is chosen randomly according to this process, is a family of Average Universal hash functions (for some parameters).

3. Combining Random Projections with Probabilistic Inference Algorithms

3.1. Computing the Partition Function

We now introduce our hybrid approach for probabilistic inference utilizing random projections. The key idea is that instead of directly choosing $x$ uniformly at random from $\mathcal{X}$ and then scaling $w(x)$ by $2^m$ to use as an unbiased estimator of $Z$, we will choose an exponentially large subset of configurations $S \subseteq \mathcal{X}$ at random using a universal hash function and then scale our estimate $\tilde{Z}$ for $\sum_{x \in S} w(x)$ appropriately to use as our estimator of $Z = \sum_{x \in \mathcal{X}} w(x)$.

Concretely, given a graphical model $G$ with partition function $Z = \sum_{x \in \mathcal{X}} w(x)$, we will accomplish the random projection by adding $m$ random XOR factor nodes to $G$, where each XOR factor node represents an XOR constraint on our model. We will then run a probabilistic inference algorithm on each randomly projected graphical model to obtain estimates $\tilde{Z}$ that we will then scale and average appropriately to obtain our estimate of $Z$.

The specific construction for adding the $i^{th}$ XOR constraint to our graphical model is as follows. Generate a parity bit $b$ uniformly at random from $\{0,1\}$. Add each variable node $j$ from $G$ to our XOR constraint with probability $f \in (0, \frac{1}{2})$. Suppose that in the previous step we’ve added $l$ variable nodes $x_{r_1}, \ldots, x_{r_l}$ from $G$. If the parity of these $l$ nodes $x_{r_1} \oplus x_{r_2} \oplus \ldots \oplus x_{r_l} = b$, then let the potential function over this factor $\psi_i(x_{r_1}, \ldots, x_{r_l}) = 1$. Otherwise, let $\psi_i(x_{r_1}, \ldots, x_{r_l}) = 0$. Such a parity constraint implements a universal hash function and can be compactly represented even when $l$ is large (Ermon et al., 2013b,a). This fact is well known in the coding theory and parity check codes literature (MacKay, 1999).

More formally, let $A_{i,j} = 1$ if node $j$ is included in the $i^{th}$ XOR constraint and $A_{i,j} = 0$ otherwise. Let $b_i$ be the parity bit generated for the $i^{th}$ XOR constraint. A configuration $x \in \mathcal{X}$ satisfies the set of XOR constraints if and only if $Ax = b$ (mod 2). After $M$ random trials, we obtain $M$ randomly projected graphical models $G^{(k)}$, each with $m$ XOR constraints determined by the outcomes of the random variables $\{ \{A^{(k)}_{i,j}\}_{i=1}^{n}, b^{(k)}_i \}_{i=1}^{m}$ where each $A^{(k)}_{i,j} \sim \text{Bernoulli}(f)$ and $b^{(k)}_i \sim \text{Bernoulli}(\frac{1}{2})$. Such a construction implements the sparse parity constraints described in Section 2.3. Let us denote the partition function of the $k^{th}$ randomly projected graphical model $G^{(k)}$ as $Z^{(k)}$. Incorporating the XOR factor potentials explicitly, we have that $Z^{(k)} = \sum_{x \in \mathcal{X}} w(x) \prod_{i=1}^{m} \psi_1^{(k)}(A^{(k)}_{i,j}, b^{(k)}_i) (x_{A^{(k)}_{i,j}})$.

Notice that, on average, adding one XOR constraint will remove half of the terms in the sum $\sum_{x \in \mathcal{X}} w(x)$ since from Proposition 2, half of the configurations in $\mathcal{X}$ will not satisfy the XOR constraint. We define our set of samples $S$ as...
The estimator \( \frac{1}{M} \sum_{k=1}^{M} 2^m \bar{Z}^{(k)} \) is an unbiased estimator of the partition function \( Z \).

Proof. Let \( Z = \sum_{x \in \mathcal{X}} w(x) \). Suppose we add \( m \) XOR constraints according to the construction above. Fix any \( k \), and consider the indicator random variable \( y(x) = \prod_{l=1}^{m} \psi_{A^{(k)}} \circ (x_{A^{(k)}}) \). Thus, \( y(x) = 1 \) if the configuration \( x \in \mathcal{X} \) is allowable under our set of XOR constraints and 0 otherwise. By definition, \( Z^{(k)} = \sum_{x \in \mathcal{X}} w(x) y(x) \), so \( \mathbb{E}[Z^{(k)}] = \sum_{x \in \mathcal{X}} w(x) \mathbb{E}[y(x)] = \sum_{x \in \mathcal{X}} w(x) \prod_{l=1}^{m} \mathbb{E}[\psi_{A^{(k)}} \circ (x_{A^{(k)}})] = \frac{\bar{Z}}{2^m} \), and this proves that our estimator is unbiased.

The pseudocode of the algorithm, called RandomlyProjected-InferenceAlgorithm (RP-InfAlg), is reported. It takes as input a graphical model \( G \), a probabilistic inference algorithm \( \mathcal{A} \) for estimating the partition function, and some parameters for the random projection (perturbation), and outputs an estimate of the partition function of \( G \). The parameters for the random projection are the number of samples \( M \geq 1 \), number of XOR constraints \( m \geq 1 \), sparsity parameter \( f \in (0, \frac{1}{2}) \), and smoothness parameter \( p \in [0, 1] \).
3.2. Bounds on the Partition Function

**Proposition 4.** If a probabilistic inference algorithm \( A \) provides a lower (resp. upper) bound for the partition function \( Z \) of a graphical model, then for any graphical model \( G \) and choice of parameters \( M \geq 1, m \geq 1, f \in (0, \frac{1}{2}), p \in [0, 1] \), \( \text{RP-InfAlg}(G, A, M, m, f, p) \) is a lower (resp. upper) bound for \( Z \) in expectation, i.e., \( \mathbb{E}[\text{RP-InfAlg}(G, A, M, m, f, p)] \leq Z \).

**Proof.** Suppose the inference algorithm \( A \) always returns a lower bound \( \tilde{Z}(k) \) for \( Z(k) \) satisfying \( \tilde{Z}(k) \leq Z(k) \). Then
\[
\mathbb{E}\left[ \frac{1}{M} \sum_{k=1}^{M} \left( \frac{2}{p+1} \right)^m \tilde{Z}(k) \right] = \frac{1}{M} \sum_{k=1}^{M} \left( \frac{2}{p+1} \right)^m \mathbb{E}[\tilde{Z}(k)] \leq \frac{1}{M} \sum_{k=1}^{M} \left( \frac{2}{p+1} \right)^m \mathbb{E}[Z(k)] = Z.
\]

For the case of lower bounds, we can further obtain a guarantee that some constant multiple of our estimator is a lower bound for \( Z \) with high probability using Markov’s inequality.

**Proposition 5.** If a probabilistic inference algorithm \( A \) provides a lower bound for the partition function \( Z \) of a graphical model, then for any graphical model \( G \) and choice of parameters \( M \geq 1, m \geq 1, f \in (0, \frac{1}{2}), p \in [0, 1] \), \( 1/c \) times the value of \( \text{RP-InfAlg}(G, A, M, m, f, p) \) is a lower bound for \( Z \) with probability at least \( 1 - 1/c \).

**Proof.** By Markov’s inequality, we have that
\[
P\left[ \frac{1}{M} \sum_{k=1}^{M} \left( \frac{2}{p+1} \right)^m \tilde{Z}(k) > cZ \right] \leq \mathbb{E}\left[ \frac{1}{M} \sum_{k=1}^{M} \left( \frac{2}{p+1} \right)^m \tilde{Z}(k) \right] \leq \frac{1}{c}. \]

For example, setting \( c = 100 \), \( \log_{10}\left( \frac{1}{M} \sum_{k=1}^{M} \left( \frac{2}{p+1} \right)^m \tilde{Z}(k) \right) \) is a lower bound for \( \log_{10} Z \) with probability at least 0.99. In Section 4.2, we empirically show improvements in computing the lower bound of the partition function of Ising grid models using Mean Field, where the lower bounds provably hold with high probability.

3.3. Discussion of Variance

Recall that in the case where we have the exact partition functions, our estimator is unbiased, and the expected value does not depend on our choice of parameters \( M, m, f \), or \( p \) in the random projection step. However, the variance of our estimator does depend on these parameters in a crucial way. Clearly, increasing the number of trials \( M \) that we use gives us a more accurate answer. Similarly, using a smoother perturbation (larger \( p \)) also decreases the variance. The parameters \( m \) and \( f \) control the trade-off between having a simple model with easy inference but also high variance for our estimator (e.g., when we have \( m \) XOR constraints and include only one variable in each XOR constraint, we are clamping \( m \) variables to a random value), and having low variance for our estimator but only a slightly simpler model with slightly easier inference than the one we started off with. We can quantify the effects of the parameters on the variance with the following Proposition.

**Proposition 6.** For any graphical model \( G \) and choice of parameters \( M \geq 1, m \geq 1, f \in (0, \frac{1}{2}), p \in [0, 1] \), \( \frac{1}{M} \sum_{k=1}^{M} (\frac{2}{p+1})^m Z(k) \) is an unbiased estimator of the partition function \( Z \). Furthermore, the variance of this estimator is bounded from above by the following expressions:
\[
\text{Var}\left[ \frac{1}{M} \sum_{k=1}^{M} \left( \frac{2}{p+1} \right)^m Z(k) \right] \leq \frac{1}{M} \left( \frac{4(p + \frac{1}{2}(1 - f)(1 - p)^2)}{(p + 1)^2} \right)^m Z^2 + \frac{1}{M} \left( \frac{2(p^2 + 1)}{(p + 1)^2} \right)^m \sum_{x \in \mathcal{X}} w(x)^2 - Z^2 \]
\[
\leq \frac{2}{M} \left( \frac{2(p^2 + 1)}{(p + 1)^2} \right)^m Z^2.
\]

**Proof.** Refer to Appendix.

In the case of \( p = 0 \), the variance is bounded from above by \( \text{Var}\left[ \frac{1}{M} \sum_{k=1}^{M} \left( \frac{2}{p+1} \right)^m Z(k) \right] \leq \frac{2}{M} 2^m Z^2 \).

If we choose \( p = 1/2 \), the variance is bounded from above by \( \text{Var}\left[ \frac{1}{M} \sum_{k=1}^{M} \left( \frac{4}{3} \right)^m Z(k) \right] \leq \frac{2}{M} \left( \frac{10}{3} \right)^m Z^2 \).

Thus, we see that using the \( p = 0 \) hard XOR constraints gives a variance bound which grows exponentially with the number of XOR constraints \( m \) as \( 2^m \) while using the smoothed \( p = 1/2 \) XOR factor potentials gives a variance bound which only grows as \( (\frac{10}{3})^m \), a much more slowly growing function.

In the case where we do not have the exact value of the partition function \( Z(k) \) but only an approximation \( \tilde{Z}(k) \), the variance of our estimator obviously also depends on the accuracy of the approximate inference algorithm. Intuitively, the variance is not too large in practice when \( m \) is not too large because our estimate \( \tilde{Z}(k) \) is scaled by \( \left( \frac{2}{p+1} \right)^m \) with \( \left( \frac{2}{p+1} \right)^m \ll Z(k) \).

3.4. Computing Marginal Probabilities

In addition to computing partition functions using random perturbations, we can also compute marginal probabilities using the same framework. Given a graphical model \( G \), consider the problem of computing the marginal probability of a variable \( x_1 \). Concretely, we want to estimate \( P(x_1) = \sum_{x \in \mathcal{X}} \delta_{x_1}(x) \frac{w(x)}{\sum_{x \in \mathcal{X}} w(x)} \).
To do so, construct $M$ randomly perturbed graphical models $G^{(k)}$ using Algorithm 1 (also described in Section 3.1). Suppose we have $P^{(k)}(x_1)$, which is the marginal for $G^{(k)}$, and $Z^{(k)}$, which is the partition function of $G^{(k)}$. Let our estimator for $P(x_1)$ be $T_M = \frac{1}{M} \sum_{m=1}^{M} P^{(k)}(x_1)Z^{(k)}$. We will show that as the number of trials $M$ becomes sufficiently large, bias($T_M$) → 0 as $M \to \infty$.

**Proposition 7.** The estimator $T_M = \frac{1}{M} \sum_{m=1}^{M} P^{(k)}(x_1)Z^{(k)}$ is an asymptotically unbiased estimator of the marginal probability $P(x_1)$.

**Proof.** Note that

$$P^{(k)}(x_1) = \sum_{x \in \mathcal{X}} \delta_{x_1}(x) \sum_{x \in \mathcal{X}} w(x) \prod_{i=1}^{m} \phi_{(A^{(k)}_i),b^{(k)}_i}(x_{A^{(k)}_i})$$

and

$$Z^{(k)} = \sum_{x \in \mathcal{X}} w(x) \prod_{i=1}^{m} \phi_{(A^{(k)}_i),b^{(k)}_i}(x_{A^{(k)}_i}).$$

Define $Y_k$ to be the $k^{th}$ term in the numerator and $Z_k$ to be the $k^{th}$ term in the denominator, so $T_M = \frac{1}{M} \sum_{m=1}^{M} Y_k / Z_k$, a ratio of sample means. Computing the expected value of the numerator and denominator, we get that

$$E[Y_k] = \mathbb{E} \left[ \sum_{x \in \mathcal{X}} w(x) \prod_{i=1}^{m} \phi_{(A^{(k)}_i),b^{(k)}_i}(x_{A^{(k)}_i}) \right] = \left( \frac{p+1}{2} \right)^m \sum_{x \in \mathcal{X}} w(x)$$

and similarly

$$E[Y_k] = \mathbb{E} \left[ \sum_{x \in \mathcal{X}} \delta_{x_1}(x) w(x) \prod_{i=1}^{m} \phi_{(A^{(k)}_i),b^{(k)}_i}(x_{A^{(k)}_i}) \right] = \left( \frac{p+1}{2} \right)^m \sum_{x \in \mathcal{X}} \delta_{x_1}(x) w(x).$$

The marginal we want to estimate, $P(x_1)$, is therefore equal to $\frac{E[Y_k]}{E[Z_{k}]}$. Since the $M$ samples $(Y_1, Z_1), ..., (Y_M, Z_M)$ are i.i.d. random 2-vectors, a straightforward calculation shows that the estimator $T_M$ is an asymptotically unbiased estimator of the marginal probability $P(x_1)$ (Shao, 2003). □

**4. Experimental Results**

**4.1. Experimental Methodology**

The probabilistic inference algorithms we will test in this section in conjunction with random projections are Mean Field, Belief Propagation, and Gibbs sampling, as implemented in the LibDAI library (Mooij, 2010).

We choose $p = 1/2$ for our XOR factor potentials to introduce a smoothed perturbation to our graphical model and reduce the variance of our estimator. In addition, instead of adding each variable node to our XOR constraint with probability $f$, we use a fixed number, $l$, of variable nodes in each XOR constraint. Constant XOR lengths further reduce the variance of the results and improve the quality of the sampling. Intuitively, using fixed length constraints rules out the generation of trivial constraints of length 0, which can happen if each variable is added to the constraints with fixed probability $f$.

Experimentally, we find that compared to computing marginal probabilities using the asymptotically unbiased estimator derived in Section 3.4, averaging the marginal probabilities across all $M$ trials gives us better results. This is because weighting the marginal probabilities by an estimate $Z^{(k)}$ of the partition function is unreliable when the estimates $Z^{(k)}$ can differ by orders of magnitude from the true values $Z^{(k)}$. Concretely, we estimate a marginal probability $P(X_i = x_i)$ as $\frac{1}{M} \sum_{m=1}^{M} P^{(k)}(X_i = x_i)$. In practice, averaging the marginal probabilities gives us good results when the number of trials $M$ is much larger than the number of variables $n$ in our graphical model, because the distribution of variables that each random projection affects will tend to smooth out when we average over all $M$ trials.

The evaluation criterion that we will use for marginal probabilities is average L1 error. Given the exact marginal for a $P_{true}(X_i = x_i)$ and the marginal returned by an approximate inference algorithm $P(X_i = x_i)$, the error is given by $\frac{1}{n} \sum_{i=1}^{n} |P(X_i = x_i) - P_{true}(X_i = x_i)|$ where $d = \sum_{i=1}^{n} \sum_{x \in \mathcal{X}} P(X_1 = x)$ is the total dimensionality. In the case where all variables are binary, then the error reduces to $\frac{1}{n} \sum_{i=1}^{n} |P(X_i = 1) - P_{true}(X_i = 1)|$.

**4.2. Ising grid models**

We evaluate our randomly projected inference algorithms on 10 by 10 Ising grid models, with 100 binary variables, for marginal probabilities and on 15 by 15 Ising grid models, with 100 binary variables, for Mean Field partition function. Ising grid models have unary potentials $\psi_i(x_i) = e^{f_i x_i}$ and (mixed) binary interactions $\psi_{ij}(x_i, x_j) = e^{w_{ij} x_i x_j}$ where $w_{ij} \overset{iid}{\sim} \text{Uniform}(-w, w)$ and $f_i \overset{iid}{\sim} \text{Uniform}(-f, f)$. We report our results for $w \in [1, 10]$ with external field $f = 0.1$.

Partition function results for Mean Field are presented in Figure 1. We construct $M = 50$ random projections of $G$ with XOR lengths $l = 1, 2, 4$ and number of XOR constraints $m = 20$. We use 10 random initializations for Mean Field on each randomly projected $G^{(k)}$ and report the maximum value over the 10 restarts for $Z^{(k)}$. We obtain an estimate $Z$ by averaging over the $Z^{(k)}$’s for each choice of XOR length $l = 1, 2, 4$ and we choose the maximum over these 3 XOR lengths as our final estimate $Z$, which we then compare to the estimate obtained by running Mean Field on $G$ with $10M = 500$ random restarts. Note that we choose 500 random restarts for Mean Field to ensure a fair comparison between MF and RP-MF in terms of computational budget. For the hardest Ising models, we did observe that having more random restarts improved the lower bound provided by Mean Field.
Our results for 8 random Ising models $G_i$ are presented in Figure 1 for selected values of $w$. For clarity, for each $i$, we shift all the $\log_{10} Z_i$’s by a constant $c_i$ along the y-axis with $c_i$ determined by $\log_{10} Z_i^{TRUE} + c_i = \frac{1}{8} \sum_{j=1}^{8} \log_{10} Z_j^{TRUE}$. Then, for each $i$, the vertical distance between the solid horizontal line and the dashed line represents the difference $\log_{10} Z_i^{TRUE} - \log_{10} Z_i^{MF}$ or $\log_{10} Z_i^{TRUE} - \log_{10} Z_i^{RP-MF}$. (For clarity, we also sort the 8 random Ising models by decreasing $\log_{10} Z_i^{MF}$.)

From Figure 1, we see that running Mean Field on $G$ produces a lower bound (the dashed black line) that is many orders of magnitude away from the true value of the partition function (the solid, horizontal black line), as computed by running Junction Tree on $G$. We see that the lower bound on $Z$ computed by running Mean Field on random projections of $G$ is often orders of magnitude better than the lower bound obtained from directly running Mean Field on $G$. Furthermore, we know that $\log_{10} Z_i^{RP-MF} - 2$ is a lower bound for $\log_{10} Z_i^{TRUE}$ with probability at least 0.97 (by the union bound). Thus, we see substantial improvements in the accuracy of computing lower bounds for the partition function.

Marginal results with Gibbs sampling and Belief Propagation are presented in Figure 2. We construct $M = 1,000$ random projections of $G$ with XOR length $l = 4$ and number of XOR constraints $m = 20$. We run up to 10,000 iterations of Gibbs sampling and Belief Propagation on each $G^{(k)}$ to obtain our estimate of the marginal probabilities $\tilde{P}^{(k)}$. For fairness, we compare our final estimate $\tilde{P}$ with the estimate of $P$ obtained by running Gibbs sampling or Belief Propagation on $G$ with $10,000 M = 10,000,000$ iterations. Our results, the L1 error between the Gibbs marginals and the true marginals versus the L1 error between the RP-Gibbs marginals and the true marginals, are presented in Figure 2 across many values of the Ising grid parameter $w$ (the binary interaction weights). For $f = 0.1$, we see substantial improvements in the accuracy of the recovered marginals for almost all values of $w$. In particular, we note that for large values of $w$, the marginals recovered by running Belief Propagation and Gibbs sampling on $G$, even with a large number of iterations, have close to a 0.5 L1 error compared to the true marginals, an error that can be achieved by random guessing. Using random projections, we are able to drastically improve the accuracy of the recovered marginals to an L1 error of around 0.1-0.2.

Note that all of the experiments we run are designed to give a fair comparison in terms of computational budget between an approximate inference algorithm with the use of random projections and without the use of random projections. Specifically, this means that we allow both the InfAlg and the RP-InfAlg (across its many random samples) to run for the same (maximum) number of iterations. Given the addition of new factors, each iteration of the RP-InfAlg might be slightly more expensive than InfAlg, but, in practice, we observe that running times are comparable due to the use of sparse constraints.

When computing the partition function with Mean Field, we observe fast convergence in roughly the same num-
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Figure 2. Marginal results for Ising grids using Gibbs sampling and Belief Propagation, with and without random projections

Table 1. Average L1 error of recovered vs. true marginals on real-world datasets using Gibbs sampling, with and without random projections

<table>
<thead>
<tr>
<th>Linkage</th>
<th>Promedus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of instances</td>
<td>17</td>
</tr>
<tr>
<td>RP-Gibbs</td>
<td>$0.09 \pm 0.02$</td>
</tr>
<tr>
<td>Gibbs</td>
<td>$0.29 \pm 0.02$</td>
</tr>
</tbody>
</table>

As we add more XOR factors, each iteration becomes only slightly more expensive. For example, 10,000 iterations of BP takes around 5.5 seconds, while 10,000 iterations of RP-BP (20 XOR constraints of length 4) takes around 7.0 seconds. Similarly, 10,000 iterations of Gibbs takes around 2.6 seconds, while 10,000 iterations of RP-Gibbs takes around 2.8 seconds. For reference, these running times were obtained from running LibDAI on a cluster of servers with Intel Xeon E5520 and E5620 processors. We emphasize that the main advantage of using random projections is the improved performance, and the algorithm can easily be parallelized.

4.3. Real world data

In addition to Ising grid models, we evaluate the use of random projections for computing marginal probabilities with Gibbs sampling on two real-world datasets from the UAI 2014 Inference Competition (Gogate, 2014). Similar to the setup in Section 4.2, we run Gibbs on the given graphical model $G$ with 10,000,000 iterations and compare the results with those from running Gibbs on $M = 1,000$ random projections of $G$, each with 10,000 iterations.

We report our results for two selected datasets, Linkage (genetic linkage) and Promedus (medical diagnosis), in Table 1. These two datasets were chosen because they were the most challenging ones for Gibbs sampling in the UAI dataset. The results in Table 1 show that for one dataset, RP-Gibbs produces marginals which are only slightly more accurate than Gibbs alone, while for the other dataset, RP-Gibbs produces marginals which are much more accurate than just Gibbs, a noticeable improvement consistent with the results that we had for Ising grid models.

5. Conclusion

We introduced a new probabilistic inference meta-algorithm based on running existing approximate inference algorithms on stochastic perturbations of a probabilistic model. Specifically, we propose to augment a graphical model with randomly generated parity constraints implementing universal hash functions, and we showed that inference on these perturbed graphical models is often easier and solved more accurately by existing approximate inference algorithms because of the simpler structure of the state space. By performing inference on a small number of these perturbed graphical models, we obtained better approximations for the partition function and marginal probabilities, as demonstrated on a range of synthetic and real world datasets.
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